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Abstract

This doctoral thesis presents a study on 3D gaze measurement and its implementation

to analyze visually induced motion sickness (VIMS) in stereoscopic environment. One im-

portant safety issue in stereoscopic environment is VIMS. VIMS is a condition in which

users of dynamic 3D contents feel symptoms of nausea, dizziness, or visual fatigue during

or after exposure while they are being physically still. In this study, I present a novel 3D

gaze tracking method with simpler 3D calibration technique. The proposed 3D gaze track-

ing system, along with electrocardiography (ECG) and simulator sickness questionnaire

(SSQ), are used to investigate VIMS during exposure of dynamic 3D contents.

Chapter 1 contains background, purposes, and scientific contributions of this study.

Decoupling of accommodation and vergence in viewing mechanism during dynamic 3D

contents is one contributing factor of VIMS. Since vergence provides veridical depth in-

formation, investigation of human gaze in not only horizontal (X) and vertical (Y), but

also in depth direction (Z) is important. Previous studies of VIMS used SSQ as subjective

measurement. Objective measurement was performed using ECG and 2D gaze tracking.

However, there was no research work that investigated relationship of 3D gaze, ECG data,

and SSQ during VIMS occurrence. Furthermore, gaze tracking systems in previous stud-

ies were not compatible with active shutter glasses. Thus, the purpose of this study is to

develop a novel 3D gaze tracking system that is compatible with active shutter glasses.

The developed 3D gaze tracking system, ECG system, and SSQ information are used to

investigate VIMS in stereoscopic environment.

Chapter 2 explains theory of stereoscopic environment, depth perception, and contribut-

ing factors of VIMS. To achieve 3D experience, human brain perceives left and right image

as a single image. This mental ability of the brain to perceive two slight different images

and extract depth information from them is called depth perception. Motion sickness is

generally induced by vestibular stimuli while vision can also be a contributing factor. On

the other side, VIMS occurs strictly caused by visual factor without vestibular stimulation.

Chapter 3 elaborates the development of 3D gaze tracking system, including design

consideration, algorithm, and experimental validation. Optimized geometric method with

only three calibration points in 3D calibration session is used to compute 3D point of gaze

accurately. Experimental validation was performed to confirm accuracy of the proposed
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3D gaze tracking system. The results show that the proposed 3D gaze tracking algorithm

achieves better accuracy than conventional geometric method by average errors 0.83, 0.87,

and 1.06 cm in X, Y , and Z direction, respectively. Comparison of the proposed 3D gaze

tracking system with subjective judgment in depth measurement is also explained.

Chapter 4 presents a novel investigation of VIMS using the proposed 3D gaze tracking

system, ECG, and SSQ in two different dynamic 3D contents containing low and high

dynamic motions stimuli, respectively. Two-way statistical Analysis of Variance (ANOVA)

on SSQ data shows that nausea and disorientation symptoms increase as amount of dynamic

motions increase (nausea: p<0.005; disorientation: p<0.05). To reduce VIMS, ECG data

suggests that user should perform voluntary gaze fixation at one point when experiencing

vertical and horizontal motions in dynamic 3D contents. Observation of 3D gaze tracking

data reveals that depth gaze is compressed by sustained forward motion. This finding may

strengthen visual fatigue and VIMS caused by decoupling of accommodation and vergence

in dynamic 3D contents. Furthermore, user who experiences VIMS tends to have unstable

depth gaze than ones who does not experience VIMS.

Chapter 5 contains conclusion, implications of this study, and future works. In this

study, I present a novel 3D gaze tracking system with simpler 3D calibration that is com-

patible with active shutter glasses. I demonstrate that detection of VIMS in stereoscopic en-

vironment can be done by observing 3D point of gaze using low frame rate consumer-grade

cameras (± 25 Hz). Experimental results show that horizontal and vertical motions are ef-

fective contributing factors of VIMS. Controlled gaze fixation during provoking scenes

should be performed to reduce VIMS. Intense oscillation of depth gaze during provoking

scene can be used as indicator of VIMS occurrence. The most important contribution of

this study for general society is promoting methods for development of user-friendly 3D

contents that considers safety issues and human factors. Based on this study, further devel-

opment of mobile 3D gaze tracking system that allows free head movement is possible to

expand functionality of the 3D gaze tracking in large screen immersive virtual environment.
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Chapter 1

Introduction

1.1 Background

Stereoscopic environment (SE) becomes a ubiquitous technology in various areas, such

as medical applications [1,2], augmented reality [3], rehabilitation [4], and industrial train-

ing [5]. In this study, I define stereoscopic environment by the following conditions:

a) based on active 3D technology, i.e. 3D image is presented using time-sharing mech-

anism for left and right eye based on stereopsis concept; b) 3D image is presented on a

single stereoscopic monitor; c) only one user views 3D image, multiple subjects at the

same time are not supported; and d) user wears an active shutter glasses to see 3D image

properly.

As the usage of SE increases, concerns on safety and human factors in 3D image tech-

nology also increase [6, 7]. One important safety issue in SE is visually induced motion

sickness (VIMS). VIMS is a condition in which users of dynamic 3D contents feel symp-

toms of nausea, dizziness, or visual fatigue during or after exposure while they are being

physically still [8, 9].

Unnatural viewing mechanism in SE is one cause of visual fatigue and visually induced

motion sickness [10–13]. Users generally focus their view to the screen during stereoscopic

contents exposure while their vergence eye movement changes according to depth cues in

3D contents. The decoupling of vergence and accommodation affects how user perceives

depth information in SE [14]. Furthermore, Akai [14] explained several major problems

1



Chapter 1: Introduction 2

caused by inaccurate depth perception in SE, including incorrect size perception of virtual

3D object, virtual 3D object is seen at wrong distance, and eye strain. Since vergence

provides veridical depth information [15], measuring 3D point of gaze in SE is important.

In their previous works [16–18], Jinjakam and Hamamoto investigated VIMS in large

screen immersive virtual environment. The observation of VIMS was performed based

on simulator sickness questionnaire (SSQ). Jinjakam found that users experienced VIMS

when viewing a 3D computer graphics movie containing various dynamic motions. One

well-known theory that explains this phenomenon is sensory-conflict theory [19, 20]. This

theory states that during exposure of dynamic motions in visual contents, there is a mis-

match between what the vestibular system is transducing and what vision system is signal-

ing about body orientation. This sensory-conflict is detected when user experiences vection

during exposure of 3D movie.

However, previous observation by Jinjakam and Hamamoto [16–18] were mainly based

on subjective judgment, i.e. no objective measurement was undertaken during the exper-

iment. Furthermore, users filled in the SSQ form after exposure of 3D contents. Thus,

physiological effect of VIMS during exposure of 3D contents, duration of VIMS, and part

of scene that cause VIMS were still unknown.

Other methods to objectively investigate physiological effect of VIMS are electrocar-

diography (ECG) or 3D gaze tracking data. ECG measures heartbeats and their variability

through electrodes attached on chest. 3D gaze tracking estimates point of gaze using com-

puter vision techniques in not only X (horizontal) and Y (vertical) direction, but also Z

(depth) direction.

Previous research works on 3D gaze tracking in SE revealed that there was a trade-off

between accuracy and practicality. High accuracy was achieved by implementing neural

network based calibration methods [21–24]. The experimental results of those neural net-

work based techniques were accurate. However, user had to fulfill intricate and tiring 3D

calibration procedure to train the neural network algorithm.

On the other side, there were some researchers that proposed geometric method for

3D gaze tracking [25–28]. This method estimated 3D point of gaze by crossing extended

virtual rays from both eyes to its fixation on 2D plane. Since there was no 3D calibration

session, this method was quite practical. However, the experimental results were not ac-
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curate due to general assumption that eyeball radius and distance between two eyes were

same for all users. The inaccuracy of 3D point of gaze estimation was enlarged by unlikely

intersection of virtual rays in 3D space. Furthermore, all previous research works were

performed in anaglyph stereoscopic 3D technology (i.e. there was no information on how

3D gaze tracking was used simultaneously with active shutter glasses).

Therefore, development of precise 3D gaze tracking system to investigate VIMS in SE

takes into account several constraints:

• user has to wear active shutter glasses to see 3D image;

• the active shutter glasses should be properly installed on the gaze tracking headgear;

• the eye camera should be properly aligned to reduce inaccuracy in 3D gaze measure-

ment while allowing user to gaze without any obstruction;

• stereo camera cannot be used to measure depth of virtual 3D objects since those

objects are generated using stereoscopic technology;

• the gaze tracking system should provide simpler 3D gaze calibration technique to

avoid fatigue;

• the gaze tracking system estimates eye radius and distance between two eyes to im-

prove its accuracy; and

• the gaze tracking system can be implemented to investigate physiological effect of

VIMS during exposure of stereoscopic 3D movie.

1.2 Measurement of eye movements

Eye is a unique part of human body. It serves as a visual sensor, an ocular motor

system, as well as an indicator for healthiness of vestibular and visual system. Rayner [29]

proposed three eras of research in eye movements: (1879–1920) indicated by discovery

of many basic eye movements facts, including saccadic eye movements, latency in eye

movements, and the size of perceptual span; (1930–1958) characterized by focus in applied
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Figure 1.1: Classification of eye movements measurement

applications that were used in behavior and psychology research area; (1970–1998) marked

by improvements in recording technology and methods of measuring eye movements with

higher accuracy.

Methods of measuring eye movements can be classified into eye tracking and gaze

tracking system (Fig. 1.1). Eye tracking is an electronic device that measures the position

of eyeball either by directly attaching a measurement device on the eye and its surrounding,

or by using a video-recording system. Eye tracking merely measures the Euclidean position

of eyeball without information of gaze and attention of the user.

On the other side, gaze tracking measures both the position of eyeball and gaze of user.

Gaze tracking is generally used as computer interface, assistive technology, medical, and

ergonomic purpose. Gaze tracking systems are classified based on their type of ocular-

ity (monocular or binocular), environment of measurement (real or virtual), and type of

mounting (head-mounted or remote).

1.2.1 Classification of eye tracking

Eye tracking methods can be classified into scleral search coil (SSC), electrooculogra-

phy (EOG), and videooculography (VOG). SSC is generally described as the most precise

eye tracking technique since the measurement is performed by directly attaching a contact
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lens containing coil magnetometer to the surface of eyeball [30]. To adhere the coil firmly

on the eyeball, a vacuum is made by suction through polyvinyl tube. The user is then

surrounded by alternating-current magnetic field generated from external field coils. The

eyeball position is detected through change of electrical voltage generated by the magnetic

field [31].

Nevertheless, there are some disadvantages of this method. For example, SSC suffers

from coil slipping and possibility of electrical leads breakage [31,32]. The coil slipping and

electrical leads breakage occur due to eye blink and force exerted by the eyelids. Moreover,

this method can only be used not more than 40 minutes due to various effects such as

lid irritation, conjunctival hyperemia (red eye), corneal staining, and reduction of visual

acuity [33, 34].

EOG is one kind of eye tracking technique based on change in electrical potential be-

tween the cornea and ocular fundus [35,36]. Normally, EOG requires attachment of several

electrodes surrounding the area of the eye. For this reason, EOG can be used as a diagnostic

device for everyday activity [37]. The EOG is also preferred for recording eye movements

in sleep research and in infants behavior research [38].

Advances in digital image processing algorithm and video recording technology over

the past two decades have encouraged researchers to develop video-based eye tracking

system known as VOG. This technique uses single or stereo camera mounted in front of

the eyeball to measure horizontal, vertical, and torsional eye movements. These three di-

rectional movements are often known as 3D eye movements [39]. The small number of

existing image processing systems for eye movements measurement fall into two broad

categories: those based iris striations tracking using cross correlation or template matching

method [39–43] and those employing natural or artificial landmark tracking [44–49].

1.2.2 Classification of gaze tracking

I reviewed 50 research papers of gaze tracking development from 2000 to 2014 [21–

28, 50–91]. I classified gaze tracking systems based on type of ocularity (monocular or

binocular), environment of measurement (real or virtual), or type of mounting (remote

or head-mounted) as shown in Fig.1.1 and Table 1.1. Note that a gaze tracking system
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Table 1.1: Literature review of research in gaze tracking during 2000–2014

classified based on its ocularity is also available to be classified based on their measurement

environment or type of mounting. For example: gaze tracking system A is classified into

monocular type. At the same time, gaze tracking A is also a remote gaze tracking used in

virtual 2D environment.

Ocularity means amount of camera needed to extract user’s gaze. Monocular type uses

only single eye camera while the binocular one tracks both left and right eye. As shown in

Table 1.1, there are 28 and 22 papers for monocular [24,50,52,57,58,60,61,64,65,67–69,

71–78,80,82,84,85,88–91] and binocular type [21–23,25–28,51,53–56,59,62,63,66,70,

79, 81, 83, 86, 87], respectively.

Based on their measurement environment, gaze tracking systems can be classified into

real and virtual environment. If the gaze tracking system is used in real environment, the

system is normally equipped with eye and scene camera. Eye camera captures user’s eye

while scene camera captures real scene seen by user.

The eye and scene camera are installed on special glasses or helmet for user’s flexibility

and mobility. The personal computer used for data processing is commonly in compact size

or portable model. Researcher estimates correspondence between eye coordinate and point

of gaze in real environment by calibrating eye and scene camera simultaneously.

In virtual environment, scene camera is not used since users see digital stimuli gener-

ated using computer graphics technology. The stimuli are presented on large 2D screen or

computer monitor. Gaze tracker can be either head-mounted or remote mounting type since

portability and mobility are not the main issue. Depends on the method, users are normally

asked to fix their heads or to locate their heads on a chin rest to avoid measurement error.

Based on direction of gaze, both gaze tracking systems in real and virtual environment
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are classified into 2D (horizontal and vertical) or 3D (horizontal, vertical, and depth) type.

There are two types of calibration: 2D and 3D calibration. In real environment, 2D and

3D calibration are normally performed by providing 2D calibration points on a wall or

3D points on a known 3D object, such as 3D cube [52] or 2D planes located at various

distance [54]. There are 10 and 11 research papers of gaze tracking research in real 2D

environment [60, 64, 65, 67, 76–79, 82, 90] and real 3D environment [50–57, 66, 83, 87],

respectively.

There are 21 and 8 research papers of gaze tracking in virtual 2D environment [58, 59,

61–63, 68–75, 80, 81, 84–86, 88, 89, 91] and virtual 3D environment [21–28]. In virtual en-

vironment, 2D and 3D stimuli are presented in computer monitor. 3D stimuli are generated

by stereoscopic technology. All previous research works of 3D gaze tracking in virtual 3D

environment used passive technology that required the usage of anaglyph red-blue or po-

larized 3D glasses. Although active 3D technology is now common in consumer-level per-

sonal computer, capturing eye images through active shutter glasses is rather difficult since

the shutters of left and right eye open and close alternately. Thus, all researchers [21–28]

preferred to capture eye images through anaglyph red-blue or polarized glasses. Further

explanation of 3D gaze tracking in virtual 3D environment is presented in section 1.3.

I also classified gaze tracking research based on subjects involved in experiment and

year of research. Most of previous works involved 1 until 10 subjects for their experimental

validation (41 papers). Several research works exhaustively validated their system with

11–20 subjects (5 papers) or more than 20 subjects (4 papers). I also found that amount of

research papers increased after 2005. During 2000–2005, I found 10 research papers while

other 40 papers were published in 2006–2014.

1.3 3D gaze tracking in virtual 3D environment

In this study, I focused literature review on 3D gaze tracking in virtual 3D environ-

ment since the aim of research is accurate 3D gaze tracking to analyze VIMS in stereos-

copic contents. Based on method of measurement, previous research works of 3D gaze

tracking in virtual 3D environment fall into two broad categories: those based on neural
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network [21–24] and geometric method [25–28]. Essig et al. [21, 22] used parameterized

self-organizing map (PSOM) [92,93], which is a rapidly learning variant of self-organizing

maps proposed by Kohonen [94]. Soon after the 2D calibration finished, the user was asked

to gaze at 3D calibration points arranged in 3 x 3 x 3 array. The 3D calibration points were

shown in anaglyph stereoscopic technology. In summary, PSOM heuristically translated

2D gaze on screen to 3D position in virtual space using 27 calibration points.

Lee et al. [24] developed a monocular 3D gaze tracker. Lee et al. used first and forth

purkinje images, inter-distance between these purkinje images, and the size of pupil as

inputs of multi-layered perceptron (MLP) [95,96], a variance of neural network algorithm.

First, the user calibrated their gaze on 2D plane by seeing at 4 calibration points. Next,

the user was asked to calibrate their gaze in 3D calibration session. In the 3D calibration

session, five virtual planes were positioned at various distance ranging from 10 to 50 cm.

Each of virtual plane consisted of 9 calibration points. Those 45 calibration points were

needed to train the MLP algorithm with six iterations. Lee et al. reported an impressive

result with average errors of the 3D gaze estimation about 0.48 cm on the X-axis, 0.77 cm

on the Y-axis, and 4.59 cm along the Z-axis in 3D space.

Although those neural network based 3D gaze trackers yield rigorous results by large

iterations in training session and computation of parameters, the user normally has to gaze

at more than 20 calibration points in 3D gaze calibration session, which is time-consuming

and exhausting.

The second approach is geometric approach. This method approximates 3D point of

gaze using virtual rays extending from both eyes to its fixation on a 2D plane [25–28].

The 3D point of gaze was estimated by intersecting virtual rays in 3D space. Normally,

the position of the eyeball was assumed unchanged during measurement. This position

was estimated based on average interpupillary distance, which was ranging from 5 to 7

cm [97, 98]. Duchowski [26] and Daugherty et al. [27] used geometric method to measure

3D point of gaze over anaglyph stereogram video. Duchowski used head-mounted gaze

tracker embedded in head-mounted display while Daugherty preferred remote gaze tracker

to estimate 3D point of gaze. Boev et al. [28] also used geometric method to measure

binocular volume of interest on a display equipped with lenticular lens.

Although those conventional geometric methods did not carry out complicated 3D gaze
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Table 1.2: Comparison of several 3D gaze tracking methods in virtual 3D environment

NN [22] NN [24] Geom. [27] Geom. [28] This study
Year 2006 2012 2010 2012 2014
3D

technology
passive

(anaglyph)
passive

(anaglyph)
passive

(anaglyph)
passive

(anaglyph)
active

(shutter)

Display CRT monitor LCD display LCD display
HDDP
display

LCD display

Type of
device

commercial
EyeLink II

lab-made
prototype

commercial
Tobii

ET-1750

commercial
EyeLink

1000

lab-made
prototype

Mounting head-
mounted

head-
mounted

remote remote
head-

mounted
2D

calibration © © © © ©

3D
calibration © © × × ©

Amount of
3D stimuli 27 45 × × 3

Amount of
eye camera 2 1 1 1 4

Core
algorithm PSOM MLP

Conventional
geometric

Conventional
geometric

Optimized
geometric

Average
error in cm

±0.52(X),
±0.82(Y),
±2.53(Z)

±0.48(X),
±0.77(Y),
±4.59(Z)

n/a
±0.4(X),
±0.4(Y),
±5(Z)

±0.83(X),
±0.87(Y),
±1.06(Z)

Abbreviation: neural network method (NN), geometric method (Geom.), cathode ray
tube (CRT), liquid crystal display (LCD), parameterized self-organizing map
(PSOM), multi-layered perceptron (MLP), horizontally double-density pixel (HDDP),
not available (n/a).

calibration session, the 3D gaze measurement result was not accurate since intersection of

virtual rays in 3D space was unlikely. Furthermore, they assumed that distance between

two eyeballs and radius of eyeball were same for all users. In this study, I encompass

simplicity of geometric method and accuracy of neural network. I developed an optimized

geometric method by providing a tailored measurement of user dependent parameters and

simple 3D calibration using only three calibration points. Table 1.2 shows comparison of

3D gaze tracking system in this study and previous research works.
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Table 1.3: Research on visually induced motion sickness (VIMS) using subjective judg-
ment and objective measurement method during 2002 - 2014.

Name of
research Display Participant

(Age) Measurement methods

Questionnaire Bio-signal Eye
response

VIMS
2002 [99]

Single large
screen

10 (50–71) 7-ratings
ECG, blood

pressure
pupillometer

VIMS
2003 [100]

HMD 16 (20–25) vection scale — EOG

VIMS
2004 [101]

Single large
screen

9 (18–32) MSQ —
2D gaze
tracking

VIMS
2007 [102]

Single large
screen

7 (avg.23) 7-ratings
ECG, blood

pressure
pupillometer

VIMS
2007 [103]

Rear-
projection

TV
12 (avg.22)

Bagshaw and
Stott’s Scale

—
2D gaze
tracking

VIMS
2008 [104]

Single large
screen

56 (18–25) SSQ
ECG, blood

pressure
—

VIMS
2008 [6]

Four screens
CAVE

18 (avg.20) SSQ ECG —

VIMS
2013 [105]

LCD
monitor

19 (avg.20) SSQ —
2D gaze
tracking

This
research

2014

LCD
monitor

20 (21–27) SSQ ECG
3D gaze
tracking

Note:
a) Abbreviation: electrocardiography (ECG), simulator sickness questionnaire (SSQ),
motion sickness questionnaire (MSQ), television (TV), immersive virtual environment
(IVE), cave automatic virtual environment (CAVE), head mounted display (HMD),
electrooculography (EOG), liquid crystal display (LCD).
b) Measurement of eye responses can be performed either by measuring the size of
pupil (pupillometer) or direction of gaze (gaze tracking).

1.4 Measurement of visually induced motion sickness

Previous research works found that visually induced motion sickness (VIMS) affected

heart rate variability [99,102,104,106] as well as gaze behavior of user [103,105,107,108].

To investigate the occurrence of VIMS, researchers normally combined subjective opinion
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with one of objective measurement, either electrocardiography (ECG) data or gaze track-

ing. One cause of VIMS is decoupling of accommodation and convergence during stereos-

copic exposure [11], which also affects user depth perception on the virtual contents [15].

Other cause of VIMS is sensory-conflict between vestibular system (balance system lo-

cated inside the inner part of ear) and vision system [19, 20]. These contributing factors of

VIMS can be observed using 3D gaze measurement device during exposure of stereoscopic

3D contents.

Nevertheless, most of gaze measurements in those previous research works were per-

formed only in 2D direction, i.e. only X and Y gaze position were obtained during exposure

of stimuli [103, 107, 108]. Furthermore, instead of using real scenery presented in stereos-

copic 3D, optical flow contents or alternate black-and-white vertical stripes were generally

presented to the user [103, 107, 108]. Therefore, there was no information of how stereos-

copic 3D movie of real scenery affected 3D gaze behavior and heart rate variability at the

same time. To the best knowledge of the author, there was no research work that combined

simulator sickness questionnaire (SSQ), electrocardiography (ECG), and 3D gaze tracking

in one experiment to investigate VIMS.

In this research, I present a novel investigation method to get better understanding about

VIMS during stereoscopic 3D contents. SSQ, ECG, and 3D gaze position measurement are

incorporated in stereoscopic environment. SSQ score is used to check whether a participant

experiences VIMS or not. However, SSQ score merely informs subjective condition after

exposure. Furthermore, SSQ score does not reflect objective information about physiolog-

ical effect of VIMS. Hence, additional investigation of occurrence and duration of VIMS

are needed.

ECG data can be used to detect the occurrence of VIMS during exposure of stereoscopic

contents. By measuring heart rate variability, activity of both sympathetic and parasympa-

thetic nerves are known. These nerves serve as a clear and objective indicator whether a

participant experiences VIMS in particular time.

Observing 3D gaze position during stereoscopic exposure is important because human

gaze provides physiological cues of VIMS invoked by various motions and scenes. In

summary, gaze behavior in 3D space is valuable information to understand symptoms of

VIMS during provoking scenes.
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1.5 Purpose and contribution of research

The purpose of this study is to develop an accurate 3D gaze tracking system that can

be implemented in stereoscopic environment to analyze visually induced motion sick-

ness (VIMS). Based on several constraints mentioned in section 1.1, I developed a head-

mounted 3D gaze tracking system that can be used properly with consumer-level active

shutter glasses. I considered proper installation of eye camera to obtain clear eye image

without obstructing field of view of the user. To achieve this goal, infrared reflectors were

installed in the gaze tracking system to capture brief eye images while allowing user to

view the 3D movie. I also took into account appropriate installation of Nvidia 3D Vision R©

glasses by providing "Y"-shaped shutter glasses holder on the gaze tracking headgear.

I developed a new algorithm by improving conventional geometric method and refining

the capability of the system to measure gaze in depth direction. First, I developed a mea-

surement method to obtain customized user dependent parameters using computer vision

techniques. Next, I developed 3D calibration technique using only three calibration points

to avoid exhausting 3D calibration session. I performed experimental validation to confirm

the accuracy of the system. I also compared the 3D gaze tracking system with subjective

depth judgment to inspect usefulness of the system for development of more user-friendly

stereoscopic contents. I implemented the proposed 3D gaze tracking system, ECG, and

SSQ to observe visually induced motion sickness (VIMS) during exposure of stereoscopic

3D movie. I also discuss the relationship between VIMS, ECG, and 3D gaze behavior.

There are two main scientific contributions in this study:

1. I developed a novel gaze tracking system to measure 3D point of gaze accurately

using only three calibration points in 3D calibration session.

2. I conducted a novel investigation of VIMS in stereoscopic environment using the

3D gaze tracking, electrocardiography (ECG), and simulator sickness questionnaire

(SSQ).
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Two implications of my study include:

1. Future development of gaze-to-perception conversion for better human and computer

interaction in stereoscopic environment.

2. Promotion and encouragement of more user-friendly stereoscopic contents that con-

sider safety issues and human factors.

This doctoral thesis is structured as follows:

• Chapter 1 explains background, purposes, and scientific contributions of this re-

search. This chapter also provides several basic understanding of gaze tracking and

measurement of VIMS to help reader appreciating the rest of this doctoral thesis.

• Chapter 2 contains literature review of stereoscopic environment, including depth

perception, and the Nvidia 3D Vision R© system. This chapter also presents a brief

overview of VIMS and contributing factors of VIMS.

• Chapter 3 elaborates the proposed 3D gaze tracking system, including design con-

sideration, algorithm, and experimental validation. Comparison of the proposed 3D

gaze tracking system with subjective judgment in depth measurement is also ex-

plained.

• Chapter 4 explains a novel investigation of VIMS using the proposed 3D gaze track-

ing system, simulator sickness questionnaire (SSQ), and electrocardiography (ECG).

• Chapter 5 contains conclusion, implications of this study, and several possible future

works.
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Chapter 2

Stereoscopic Environment

2.1 Principle of stereoscopic vision

Stereoscopic display technology is developed based on stereopsis in human visual sys-

tem. Human eyes are separated by interpupillary distance (IPD) ranging from 5 to 7

cm [1, 2]. As human eyes are separated horizontally, each eye has its own view of the

world scene. To achieve 3D experience, human brain perceives left and right image as a

single image. This mental ability of the brain to perceive two slight different images and

extract depth information from them is called depth perception.

Depth perception through human eyes is achieved by using binocular vergence and

lens accommodation that provide fixation and focus, respectively. In real environment,

users fixate and focus their view on real 3D object. However, depth perception in virtual

environment is achieved by unnatural viewing condition. During exposure of stereoscopic

3D contents, all images are projected onto a 2D screen that requires both eyes to always

focus on the screen although virtual 3D object is gazed at different depths [3, 4]. These

different viewing mechanisms are depicted in Fig.2.1.

Human eyes are sensitive in differentiating depth of two objects. The smallest depth in-

terval between two objects that can be detected by human eye is known as depth-discrimination

threshold. Stereoacuity is the depth-discrimination threshold when binocular disparity is

the only cue to depth. Previously published work found that human could discriminate

position of two objects with 14 arcsec of angular disparity, which is equivalent to 1.3 mm

27
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(a) Stereoscopic viewing in real environment:
vergence and accommodation are coupled.

(b) Stereoscopic viewing in virtual environment:
user accommodates at screen while gazing to the
position of virtual 3D object.

Figure 2.1: Concept of stereoscopic viewing: by fusing left and right images, the brain
perceives depth of 3D object. Parallax angle is defined as the difference between angle
formed by both eyes-virtual object and both eyes-display plane (θ-α).

depth interval at a distance of 1.12 meter [5]. However, the ability of perceiving depth

decreases for distance beyond 2 meter. This is due to only slight change of vergence angle

when the eyes see far object [3].

2.2 Depth perception cues

There are several cues that influence human depth perception in both real and virtual

environment [4, 6, 7]:

1. Accommodation: the ability of crystal lens inside the eyeball to produce sharp focus

of the viewed objects. Crystal lens becomes thicker when seeing near distance object.

In contrast, crystal lens becomes thinner when seeing far distance object.

2. Binocular disparity: separation of left and right eye that produces slightly different

images in left and right retina. Distance of two eyes is ranging from 5 to 7 cm.

Binocular disparity is the strongest depth cue among the others.

3. Vergence: eye movement through equal angles in opposite directions to produce a

disjunctive movement. Horizontal vergence occurs when a person changes fixation

from an object in one depth plane to other depth planes.
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4. Aerial perspective: effect of atmosphere on the appearance of scene and objects

looked from distance location. If the atmosphere contains high degree of air, far-

ther objects become bluer and less contrast.

5. Linear perspective: this cue is often known as "geometric" or "photographic" per-

spective. Perspective is an important monocular depth cue. This cue produces an

illusion of scaling between foreground and background objects, e.g. foreground

objects are seen bigger than background objects, parallel lines that recede into the

distance appear to converge.

6. Motion parallax: depth cue created by moving-image displays or rotation of an ob-

ject. Movement of farther objects is perceived slower. For example, when looking

at outside scenery from a moving train, near electric poles seem to move faster than

distant trees.

7. Occlusion: if a foreground object occludes a background object, the foreground ob-

ject seems closer to us since human cannot see through the foreground object. This

cue provides information on depth order instead of the amount of depth.

8. Relative size: size of 2D or 3D object increases as the distance between user and the

object decreases, and vice versa.

9. Relative height: object located closer to us is perceived to be taller than object located

farther.

10. Shading: variations of light source position and specularity of light produce different

irradiance of surface. Brighter objects are commonly seen as nearer than the dim

ones.

11. Shadow: obstruction of an opaque or semi-opaque object causes variations of irradi-

ance on the surface of object.

12. Texture gradient: Textured surfaces of material provide depth cue since a nearer

object shows more apparent texture than the farther ones.
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Binocular disparity, accommodation, and vergence are classified into binocular cues

since these cues are normally provided for both eyes [7]. These cues create depth sensation

in most of 3D pictures. On the other side, shading, shadow, linear perspective, relative

height, relative size, texture gradient, and motion perspective are classified as monocular

cues since these cues can be perceived through only one eye. Even 2D picture can provide

depth sensation by utilizing these cues [8, 9].

2.3 Nvidia 3D Vision R© system

Most of current 3D technologies adapt conventional stereoscopic principle introduced

by Wheatstone in 1838 [10]. Recently, active 3D technology is gaining wider attention.

To produce 3D experience, an active stereoscopic display presents left and right image

alternately with very high frequency to prevent user from recognizing flickering in the 3D

contents. Generally, a frequency of 120 Hz is used in a stereoscopic 3D display.

To ensure that the right eye does not see image for the left eye and vice versa, the

user has to wear an active shutter glasses that blind either the right or the left eye. The

side that blinds user’s eye has to alternate synchronously with the display. This 3D image

visualization technique provides effective time-sharing of the display for the left and right

eye. By providing a pair of stereo images with disparity on screen, the user perceives a

stereoscopic 3D experience.

In this research, I used Nvidia 3D Vision R© for viewing stereoscopic 3D contents [11].

Several prior research works utilized Nvidia 3D Vision R©, including 3D haptic-based mod-

eling system [12], augmented reality with freehand interaction [13], navigation for visually

impaired people [14], digital exhibition of archaeological structure [15], welding training

for industrial worker [16], and performance investigation for sport player [17]. Compared

with commonly used anaglyph stereoscopic technology, Nvidia 3D vision R© is better since

it preserves original color of the 3D contents.

Nvidia 3D Vision R© system consists of two main hardwares: infrared (IR) emitter and

a lightweight active shutter glasses (50 gram of weight). The IR transmitter is used to

synchronize the glasses with the frame rate of the running application. The 3D vision
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system is coupled with a 23 inch I-O Data LCD-3D231XBR-S monitor. In order to do

stereoscopic 3D rendering in OpenGL, the computer needs to be configured with the right

graphics card. Since standard consumer-level graphics cards do not support stereoscopic

3D rendering, Nvidia Quadro R© 5000 graphics card with driver version 275.36 was used in

this research.

Nvidia Quadro R© 5000 is a sophisticated graphics card that provides four times faster

performance than other Nvidia graphics cards [18]. Nvidia Quadro R© 5000 can process up

to 950 million triangles per second, setting the standard for 3D performance benchmarks.

It also drives an entire visual supercomputing platform, incorporating hardware and soft-

ware that enables stereoscopic 3D rendering, scalable visualization, and 3D high-definition

broadcasting. The graphics card also supports double digital visual interface (DVI) dis-

play ports, allowing easier extension for flexible experiment environment. Stereoscopic 3D

rendering algorithm is explained in subsection 3.3.1.

2.4 Visually induced motion sickness

Visually induced motion sickness (VIMS) is a condition in which symptoms of nau-

sea, dizziness, or visual fatigue are felt by viewers of dynamic 3D image during or after

exposure while they are being physically still [19]. VIMS is often referred to as simula-

tor sickness, cinerama sickness, or cybersickness depending on type of environment and

motion seen by the viewers [20].VIMS and motion sickness produce similar symptoms,

although stimuli that cause both sicknesses are not necessarily same. Motion sickness is

generally induced by vestibular stimuli while vision can also be a contributing factor. On

the other side, VIMS occurs strictly caused by visual factor without vestibular stimulation.

This visual-vestibular relationship is a basic component that underlies the development of

sensory-conflict theory [21].

According to Kennedy et al. [19], symptoms of VIMS can be clustered into three gen-

eral types named: (1) nausea; (2) oculomotor; and (3) disorientation. Nausea (N) symp-

toms related to gastrointestinal distress such as nause, stomatch awareness, salivation, and

burping. Oculomotor (O) symptoms related to visual disturbance such as eyestrain (also
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known as asthenopia), which is discomfort resulting from dysfunctional visual states such

as dryness of the eyes, orbital pain, heavy eyelids, difficulty in focusing, blurred vision,

and headache. Disorientation (D) symptoms related to vestibular disturbances, such as

dizziness and vertigo.

Lambooij et al. [2] described several factors from steroscopic 3D contents that may

contribute to visual fatigue and VIMS:

1. Excessive binocular disparity

In order to obtain 3D depth information, fusion limits of human visual system can be

remarkably small. With longer stimuli and vergence eye movements, human brain

can fuse disparity information about 4.93 degrees for crossed and 1.57 degrees for

uncrossed without any diplopia (double vision). Normally, one-degree disparity is

accepted as appropriate setting for most of 3D contents. If 3D contents are configured

in excessive disparity setting, the contents may cause eyestrain.

2. Mismatch of accommodation and convergence

During stereoscopic 3D exposure, accommodation distance is constant, but vergence

distance varies depending on degree of screen disparity. This process of unnatural

viewing is argued as main source of visual fatigue and VIMS [22].

3. Seeing beyond zone of comfortable viewing

When human sees object in natural condition, range of depth of focus (DOF) goes

along with range of fusion. Objects located farther from fixation point are perceived

as more blurred. Limit of DOF under one degree of disparity and eyes focusing

at infinity are about one-third of a diopter. Limit of DOF and disparity show high

resemblance if both of them are calculated in distance, creating what is called as

"comfortable viewing distances within one degree of disparity". As an example,

range of comfortable viewing distances for 3D contents in a computer screen with 50

cm viewing distance is about 44 cm (near) to 58 cm (far). Outside this comfortable

viewing range, possibility of VIMS occurrence is higher.
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4. Stereoscopic distortions

Imperfect production of 3D contents caused by choice of camera, camera configura-

tion, 2D-to-3D conversion, coding, transmission, and rendering can induce VIMS.

5. 3D artifacts

Real-time 2D-to-3D conversion algorithms are promising method, particularly in

real-time 3D contents transmission. However, such algorithms rarely consider ac-

curate depth information by assuming that depth from screen disparity is enough.

Such assumption may produce artifacts in 3D contents, such as incorrect depth val-

ues assigned to depth layers. This error further produces incorrect blurring, unnatural

visualization, or flickering images.

Besides contents and displays factors, individual factors may affect the occurrence of

VIMS. This situation is rather difficult to answer due to human complexity and individual

proneness to motion sickness. According to La Viola [21], there are several individual

factors that affect the occurrence of VIMS:

1. Age

Susceptibility to VIMS is strongest between 2 to 12 years old. It decreases rapidly

from 12 to 21 years and the more slowly thereafter. Around 50 years of age, VIMS

is almost nonexistent.

2. Illness

Illness is one important factor that contributes to the occurrence of VIMS. Someone

suffering from cold, influenza, fatigue, sleep loss, hangover, upset stomach, ear infec-

tion, and upper respiratory illness tends to experience VIMS in virtual environment.

Therefore, Frank et al. [23] suggested that user of virtual environment simulator

should be healthy and free from illness.

3. Position of user in virtual environment

Position of user in virtual environment or simulator may contribute to the occurrence

of VIMS. Based on postural instability theory [24], sitting is better than standing. In

large virtual environment, such as CAVE virtual reality [25] or HoloStageTM [26],
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user who controls the simulation (driver) is less susceptible to VIMS than those who

are passive participants (passengers). To avoid VIMS, Jinjakam [27] suggested that

the driver should be the tallest person among all users of simulator. The position of

the passenger should be close to the driver while avoiding position near screen border

connections.
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Chapter 3

3D Gaze Measurement

3.1 Hardware configuration

3.1.1 Design consideration

There are three possible scenarios to use Nvidia 3D Vision R© glasses with gaze tracking

headgear, as shown in Fig.3.1. The first scenario is to directly put the cameras in front of

the Nvidia 3D Vision R© glasses. This type of installation is not complicated. However, the

cameras cannot capture the left and right eye images simultaneously since the Nvidia 3D

Vision R© glasses alternately open and close the shutters with 60 Hz frequencies for each

side. Moreover, direct cameras installation obstructs field of view of the user.

The second scenario is to install the gaze tracker cameras below the Nvidia 3D Vision R©

glasses. The advantage of this installation is similar to the first scenario. However, the

vertical field of view of user will be limited and obstructed when gazing the bottom part of

screen. The third scenario is to use additional hardware, such as infrared (IR) light and hot

mirror (IR reflector). In this case, the vertical field of view of the user is preserved and the

cameras are able to capture images of eyes clearly. However, since the glasses are slightly

positioned farther from the eyes, the gaze tracking headgear has to take into account a

mechanism to hold the Nvidia 3D Vision R© glasses properly. Unfortunately, no commercial

gaze tracking device is available for such purpose. Based on the third scenario, I developed

a new gaze tracking headgear that is suitable to be used with Nvidia 3D Vision R© glasses.

38
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Figure 3.1: Three possible scenarios of Nvidia 3D Vision R© glasses and camera installation.
The proposed gaze tracking headgear is developed based on the third scenario.

Figure 3.2: Schematic physical construction of gaze tracking headgear.
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Figure 3.3: Front view of the proposed gaze tracking headgear.

3.1.2 Gaze tracking goggle

The Nvidia 3D Vision R© glasses is designed to be used appropriately with prescription

glasses. Thus, it has wider width range than normal prescription glasses. I considered the

size of the gaze tracking headgear to not exceed the maximum width range of Nvidia 3D

Vision R© glasses and for such purpose, a modified Famicom gaming goggle (Nintendo Co.

Ltd., Kyoto, Japan) was used in this research. Fig.3.2 and Fig.3.3 show schematic physical

construction of the gaze tracking headgear and front view of gaze tracking headgear with

Nvidia 3D Vision R© glasses installed, respectively.

The physical size of Famicom goggle is 17 x 4.5 x 6.5 cm with 365 gram of weight.

Front cover and two small LCD displays of the goggle were removed and replaced by a

plastic frame to hold hot mirrors. Head strap foam was added to provide comfortable usage

for user. Extra surface was added to mount dual-cameras system while maintaining stabil-

ity, preventing large movements of the goggle during experiment. To hold the Nvidia 3D

Vision R© glasses properly, a thermoplastic "Y"-shaped shutter glasses holder was designed

and added at the middle between left and right hot mirrors.

3.1.3 Dual-camera system

Two dual-camera systems were utilized as main capturing device for left and right

eye. Each dual-camera system consists of two mini charge-coupled device (CCD) cam-

eras (Analog Technologies, Inc., Santa Clara, United States) as depicted in Fig.3.4. The
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Figure 3.4: Schematic configuration of dual-camera system. Camera 1 and camera 2 are
installed parallel to obtain rigorous matching result on stereo pair images.

size of the circuit board is 43 x 30 mm. The usage of two cameras for each eye is to com-

ply with the proposed algorithm for measuring 3D point of gaze, which is mainly based on

my previous research work [1]. One of the major problems in multiple vision system is the

well-known "matching" problem, which is the determination of conjugate points between

stereo pair images. To achieve rigorously matching result on stereo pair images, the two

cameras were installed parallel in horizontal direction (Fig.3.4).

The camera size is 10.7 x 10.7 mm. Each camera is equipped by a 1/4” sensor with

400 lines of resolution. The focal length of the lens is 3.9 mm. Despite its size, the camera

provides adequate image quality in light sensitivity up to 0.6 lux for image thresholding,

edge detection, and ellipse fitting algorithms provided by the gaze tracking software. The

camera is ideal for capturing the eye because of its small size and sensitivity to minimum

light exposure.

Obtaining high contrast pupil image in visible light is unlikely. Thus, the camera was

modified into IR-sensitive camera by removing the IR filters installed inside the camera.

I also attached an IR passing filter (Kodak, Ltd. Tokyo, Japan) to the front of the camera

lens to block visible light while passing IR light with wavelength longer than 750 nm. An

infrared light-emitting diode (IR LED) with 850 nm of wavelength was used to create

illumination on eye region. To minimize vertical gaze error while allowing the user to gaze

at the designated scene, two 50 x 50 mm hot mirrors (Edmund Optics, New Jersey, United
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States) were installed such that the hot mirror and the optical axis of the eye formed 45◦

angle. The thickness of the hot mirror is 3.3 mm, allowing it to be installed neatly in the

front of the goggle.

3.1.4 Supporting system

To support real-time gaze tracking while rendering stereoscopic 3D contents, a per-

sonal computer with Intel R© i7-2600 3.4GHz processor, 4GB memory, Nvidia Quadro R©

5000 graphics card, and Windows XP R© operating system was used. The gaze tracking

headgear was used to capture real-time image sequence with 640 x 480 pixels resolution

and 25 Hz sampling rate. An I-O Data LCD-3D231XBR-S monitor with 3D vision com-

patibility, 23 inches of size, and 1920 x 1080 pixel of screen resolution is used. The gaze

tracking software was developed using Microsoft Visual C++ 2010, Open Frameworks

C++ toolkit [2], Open Source Computer Vision (OpenCV) library [3], and Open Graphics

Library (OpenGL) [4].

3.2 3D gaze tracking algorithm

3.2.1 Fundamental procedures

Left and right panel of Fig.3.5 show fundamental procedures of 3D gaze tracking and

3D calibration, respectively. Fig.3.6 shows a flowchart of the proposed 3D gaze tracking

algorithm that is explained in the following subsections. The eyeball is assumed as a perfect

sphere with known radius performing pure rotations around the center of the eyeball [5].

The radius of eyeball is assumed same for left and right eyeball. The proposed optimized

geometric method uses user coordinate system. The origin of user coordinate system is

located between left and right eyeball (left panel of Fig.3.5). The left and right eyeball are

separated by interpupillary distance (IPD). The head of the user is stabilized using chinrest,

so that there is no head movement during 3D gaze measurement process.

Before 3D gaze measurement is conducted, several initial parameters are measured (left

panel of Fig.3.5): Eheight (height of eye from tabletop), Eipd (interpupillary distance), Erad
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Figure 3.5: Schematic drawing of 3D gaze tracking method (left panel); 3D calibration to
improve accuracy in Z dimension (right panel).

(radius of eyeball), Dscreen−eye (distance between screen and eye), S height (height of screen

from tabletop), and S width (width of screen). wx is defined as half of Eipd. Eipd and Erad

are digitally measured using computer vision technique. Measurement of user dependent

parameters is explained further in subsection 3.2.3.

3.2.2 Camera calibration

Camera calibration process is performed for each camera system as explained in pre-

vious research work [1]. A chessboard pattern is used to obtain intrinsic, extrinsic, and

distortion parameters. Note that camera calibration is conducted only one time before the

gaze tracking system is used. Once the intrinsic, extrinsic, and distortion parameters have

been obtained, the gaze tracking system is ready to be used for experiment.

3.2.3 Measurement of user dependent parameters

Measurement of eyeball radius and IPD is necessary to estimate 3D pupil position accu-

rately. Dong and Joo [6] found that eyeball and iris diameter were highly correlated. They

suggested that eyeball diameter was about 2.11 times larger than iris diameter for normal

adult people. Thus, I can estimate eyeball diameter from iris diameter using computer

vision technique.
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Figure 3.6: Flowchart of the proposed 3D gaze tracking.

Initially, I captures eye images using dual-camera system that related to the measured

eye. I use left eye as reference. On each image captured by camera 1 and camera 2,

precise pupil position is obtained automatically using thresholding, contour segmentation,

and ellipse fitting algorithm. Based on 2D coordinate of the pupil center, I draw a circle

manually to fit the edge of the iris. Given eyeball diameter is 2.11 times larger than iris

diameter, the software estimates the eyeball diameter automatically.

Since the eyeball is assumed as a perfect sphere, I use a computer vision technique

named Direct Linear Transformation (DLT) algorithm to measure eyeball diameter in 3D

space [1]. On the image captured by camera 1, I mark two diametrically opposed points on

eyeball diameter axis as a(x1, y1) and b(x2, y2) for left and right point, respectively. I apply
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similar procedure for image captured by camera 2, resulting c(x3, y3) and d(x4, y4) for left

and right point, respectively.

Next, I obtain 3D coordinate of the left point A(Xl,Yl,Zl) from a(x1, y1) and c(x3, y3)

using DLT algorithm. I also obtain the 3D coordinate of the right point B(Xr,Yr,Zr) from

b(x2, y2) and d(x4, y4) using DLT algorithm. I then compute the eyeball diameter (Ediameter)

in pixel unit by measuring Euclidean distance of points A and B in 3D space:

Ediameter =

√
(Xr − Xl)2 + (Yr − Yl)2 + (Zr − Zl)2 (3.1)

The eyeball radius (Erad) is half of Ediameter.

To measure interpupillary distance (Eipd) between left and right eyeball, I capture left

and right eye image from camera 2 of left camera system and camera 1 of right camera

system. The captured images are then rectified and merged into one image. On the merged

image, left and right pupil position are detected automatically. I measure IPD in pixel unit

by measuring Euclidean distance between left pupil (xl, yl) and right pupil (xr, yr):

Eipd =

√
(xr − xl)2 + (yr − yl)2 (3.2)

The Erad and Eipd in pixel unit are converted to cm unit using pixel-to-cm conversion

unit stored in gaze tracking system.

3.2.4 3D pupil position estimation

Given 2D position of left and right pupil, I use dual-camera system and DLT algorithm

to estimate the angular position of the eyeball, as explained in [1]. In this research, I

consider only horizontal (θ) and vertical (φ) angular position. Knowing θ, φ, Erad, and Eipd,

real time 3D position of left pupil can be computed by the following steps:

First, the distance from center of left eyeball to origin of user coordinate system (wxle f t)

is defined as:

wxle f t = −

(
Eipd

2

)
(3.3)

Second, rotational matrices of left eyeball related to user coordinate system are defined.
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Horizontal (Ry) and vertical (Rx) rotational matrix in homogeneous format are defined as:

Ry =


cos(θ) 0 −sin(θ) 0

0 1 0 0

sin(θ) 0 cos(θ) 0

0 0 0 1


(3.4)

Rx =


1 0 0 0

0 cos(φ) sin(φ) 0

0 −sin(φ) cos(φ) 0

0 0 0 1


(3.5)

Third, translation from center of left eyeball to origin of user coordinate system (T1)

and translation from origin of user coordinate system to center of left eyeball (T2) in ho-

mogeneous format are defined as:

T1 =


1 0 0 −wxle f t

0 1 0 0

0 0 1 0

0 0 0 1


(3.6)

T2 =


1 0 0 wxle f t

0 1 0 0

0 0 1 0

0 0 0 1


(3.7)

Finally, if vector P̃1 = [wxle f t 0 Erad 1]T denotes initial 3D position of left pupil, current

3D position of left pupil P1(X1,Y1,Y1) can be computed by the following equation:

P1 = T2 ∗ Rx ∗ Ry ∗ T1 ∗ P̃1 (3.8)

I apply similar computation to estimate 3D position of right pupil P3(X3,Y3,Y3). Note

that the distance from center of right eyeball to origin of user coordinate system (wxright) is
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defined as:

wxright =
Eipd

2
(3.9)

3.2.5 Gaze to screen mapping using 2D calibration

I ask the user to gaze at several 2D calibration points on screen to obtain gaze fixation

on screen. Given n calibration points, I use second order polynomial calibration function

to map 2D pupil coordinate of left eye (X1, Y1) resulted from 3D pupil position estimation

and screen coordinates (XS , YS ):

XS = f (X1,Y1) = a0 + a1X1 + a2Y1 + a3X1Y1 + a4X2
1 + a5Y2

1 (3.10)

YS = g(X1,Y1) = b0 + b1X1 + b2Y1 + b3X1Y1 + b4X2
1 + b5Y2

1 (3.11)

Similar computation is implemented for 2D pupil coordinate of the right eye (X3, Y3).

The left and right gaze on screen after 2D calibration are denoted by (XL, YL) and (XR, YR),

respective to the top left corner of the screen.

3.2.6 Extracting coordinate of binocular line-of-sight

The left and right gaze on screen related to user coordinate system can be defined as P2

and P4 by the following equations:

P2 =


X2

Y2

Z2

 =


XL −

S width
2

S height − Eheight − YL

Dscreen−eye + Erad

 (3.12)

P4 =


X4

Y4

Z4

 =


XR −

S width
2

S height − Eheight − YR

Dscreen−eye + Erad

 (3.13)

Given P1 and P3 as 3D position of left and right pupil, P2 and P4 as 3D position of left and

right gaze, the line-of-sight of left and right eye are formed by P1P2 and P3P4, respectively

(left panel of Fig.3.5).
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3.2.7 Intersection of binocular line-of-sight in 3D space

Exact binocular line-of-sight intersection is unlikely. Instead, the nearest point between

two line-of-sights is computed. Given two line-of-sights P1P2 and P3P4 that are joined by

shortest line PaPb, a fixation point can be computed by finding the midpoint Pm(Xm, Ym,

Zm) of PaPb. Point Pa at line P1P2 and point Pb at line P3P4 are given by equations:

Pa = P1 + µ(P2 − P1) (3.14)

Pb = P3 + η(P4 − P3) (3.15)

The shortest line between two crossing lines can be found by minimizing |Pb − Pa|:

Pb − Pa = P3 − P1 + η(P4 − P3) − µ(P2 − P1) (3.16)

Since PaPb is perpendicular to line P1P2 and P3P4, the results of dot product operation

between them are zero:

(Pb − Pa).(P2 − P1) = 0 (3.17)

(Pb − Pa).(P4 − P3) = 0 (3.18)

Substituting Eq.3.16 to Eq.3.17 and Eq.3.18, resulting:

[P3 − P1 + η(P4 − P3) − µ(P2 − P1)](P2 − P1) = 0 (3.19)

[P3 − P1 + η(P4 − P3) − µ(P2 − P1)](P4 − P3) = 0 (3.20)

Computing Eq.3.19 and Eq.3.20 using known X, Y , and Z values of P1, P2, P3, and P4, µ,

η, Pa, and Pb can be computed. The middle point of PaPb, is computed as follows:

Pm =
Pa + Pb

2
(3.21)
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3.2.8 3D gaze estimation using 3D calibration

To improve accuracy of 3D point of gaze calculation, the Z element of Pm can be cor-

rected using 3D calibration. I use three calibration points positioned at different depths, as

shown in right panel of Fig.3.5. If sz is depth of the calibration points and z is the Zm of 3D

point of gaze Pm, polynomial mapping between sz and z is described as follows:

sz = a0 + a1z + a2z2 (3.22)

or expressed as matrices:


s1

s2

s3

 =


1 z1 z2

1

1 z2 z2
2

1 z3 z2
3




a0

a1

a2

 = Ax (3.23)

To solve vector x = [a0 a1 a2]T in Eq.3.23, Singular Value Decomposition (SVD) is used.

If zpre and za f ter denote Zm before and after correction, the following equation is used to

improve the accuracy of Zm:

za f ter = a0 + a1zpre + a2z2
pre (3.24)

The effectiveness of the proposed 3D calibration method has been simulated and validated

experimentally in previous research work [7].

3.3 Experimental validation and implementation

3.3.1 Stereoscopic 3D rendering

Stereoscopic 3D is implemented to give depth impression in contents of experiment.

Rendering of left and right scene should be formatted such that left-eye view and right-eye

view can be separated by the graphics card system. Such rendering technique is widely

known as quad-buffering [8]. Quad-buffering allows OpenGL program to render and swap

buffers for each eye. OpenGL utilizes back and front buffers for right and left sides such
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Figure 3.7: Basic perspective projection

Figure 3.8: Off-axis projection

that there are four buffers in total. The usage of four buffers produces a smooth picture for

each eye. Each left or right set of buffers can only be viewed through the corresponding

eye by Nvidia 3D Vision R© glasses.

Fig.3.7 shows basic concept perspective projection for non-stereoscopic viewing. In

this research, I use right-handed coordinate system. The center of projection lies on the

Z-axis at (0, 0, d). The resulting projection of a 3D object P = (x, y, z) onto the projection

plane is a 2D object with coordinates (xp, yp), described by the following equation:

xp =
xd

d − z
, yp =

yd
d − z

(3.25)

To produce stereoscopic images with lower discomfort level, off-axis projection is im-

plemented (Fig.3.8). Left-eye view and right-eye view are produced by left-camera projec-

tion (LCP) and right-camera projection (RCP), respectively. LCP and RCP are horizon-
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tally separated by e. For LCP, instead of offsetting the camera to the left, the entire scene is

moved to the right. The 2D coordinates of the projected left-eye view can be described by:

xl =
(x + e

2 )d
d − z

, yl =
yd

d − z
(3.26)

For the RCP, the entire screen is moved to the left, so that the coordinates of the projected

right-eye view can be described by:

xr =
(x − e

2 )d
d − z

, yr =
yd

d − z
(3.27)

In stereoscopic 3D rendering, there are three kinds of parallax that affect the position

of virtual 3D object. Negative parallax causes virtual 3D object to be positioned in front of

screen. Positive parallax causes the virtual 3D object to be located behind the screen. Zero

parallax is achieved when the virtual 3D object is perfectly projected at the screen.

Recalling Eq.3.26 and Eq.3.27, arbitrary 3D objects will be projected with negative

parallax, which falls in front of screen. To create well-balanced stereoscopic images, both

negative and positive parallax should be used appropriately. To fix this problem, the pro-

jected object of LCP can be shifted leftward while the projected object of RCP can be

shifted rightward. If the projected object is shifted by the same amount of the original

camera offset, the resulting geometry will be at the original projection plane, precisely at

zero parallax. By implementing this correction, scene element originally placed in front of

the projection plane will be projected to negative parallax while scene element originally

placed behind the projection plane will be projected to positive parallax.

The corrected equations for the projected left-eye view (xl, yl) and right-eye view (xr, yr)

can be described as:

xl =
(x + e

2 )d
d − z

−
e
2
, yl =

yd
d − z

(3.28)

xr =
(x − e

2 )d
d − z

+
e
2
, yr =

yd
d − z

(3.29)

Algorithm 1 shows implementation of quad-buffer stereoscopic 3D rendering using off-axis

projection. Instead of rendering the 3D object image on a single buffer, the program renders
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two images on two buffers. Note that both left and right buffers are swapped after the 3D

object has been rendered. That is to say, the left buffer is swapped with another buffer on

the left and the right buffer is swapped with another buffer on the right. Left and right buffer

can only be seen by their corresponding lenses in the Nvidia 3D Vision R© glasses. Because

of the slightly different viewpoints from each eye, an illusion of depth is achieved and thus

the rendering in stereo is complete.

update projection matrix;
clear drawing buffers and z-buffers;
set background color;
if rendering in stereo then

select left buffers;
update left-eye projection;
render 3D object;
select right buffers;
update right-eye projection;
render 3D object;

end
forall the buffer in buffers do

swap buffer;
end

Algorithm 1: Quad-buffer stereoscopic 3D rendering algorithm

3.3.2 Experiment procedure

The first experiment was designed to validate accuracy of the proposed system. Ten

university students (8 M, 2 F; ages 21–26) participated in the study, recruited verbally on

a volunteer basis. Before conducting experiment, I explained the procedure of experiment,

including duration of experiment and how to perform the designated tasks. All participants

had agreed with the procedure of experiment and had stated their current physical condition

in written questionnaire. Only three participants wore contact lenses, while the rest wore

neither contact lenses nor prescription glasses. Seven participants had previous experience

with stereoscopic 3D contents. Prior to experiment, all participants were screened for depth

perception by showing stereoscopic image of a 3D rotating cube. All participants were able

to see the stereoscopic image correctly.
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Figure 3.9: Four virtual planes in the first experiment. Plane 1 is the closest virtual plane to
participant. Sixteen validation targets, denoted by number 1 to 16, were shown alternately
in each virtual plane.

Figure 3.10: Layout of sixteen validation targets (in cm)

The participant was positioned such that the center of the screen was vertically and

horizontally aligned at the middle point of both eyes. The distance between participant

and screen (Dscreen−eye) was set to 63 cm. The height of eye from tabletop (Eheight) was

set to 32.2 cm. The height of screen from tabletop (S height) was 47 cm. The width of

screen (S width) was 51.5 cm. The eyeball radius (Erad) and interpupillary distance (Eipd)
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were measured digitally and saved to gaze tracking database. The averages interpupillary

distance and eyeball radius of ten participants were 6.6 cm and 1.28 cm, respectively.

Next, a quick 2D gaze calibration procedure was conducted. The participant was asked

to gaze at 9 calibration points in 27 x 27 cm sized square. Following the 2D gaze calibra-

tion, the 3D gaze calibration was performed. A 3.6 x 3.6 x 3.6 cm 3D cube was used as

calibration target. The 3D cube was rendered stereoscopically and positioned at the center

of the screen. The depth of the cube were 4 cm in front of, 0 cm from, and 4 cm behind the

screen. The participant was asked to gaze at the cube and confirm their 3D gaze position

by pressing space bar.

Afterwards, 3D gaze validation session using same 3D cube was carried out. Four

virtual planes were provided and positioned at 11 cm and 3.67 cm in front of, and 3.67 cm

and 11 cm behind the screen as shown in Fig.3.9 [9]. The sequence of the virtual planes

was 1, 2, 3, and 4 as seen from participant point of view with plane 1 as the closest plane

from the participant. Sixteen targets on each of four virtual planes were presented to the

participants. Spatial layout of these sixteen targets is shown in Fig.3.10. The positions of

these 64 points were not identical to any of 9 points in 2D gaze calibration, nor 3 points

in 3D gaze calibration. The participant was asked to gaze at each of 64 validation points

while pressing space bar to confirm the 3D gaze position. The average values of X, Y , and

Z gaze position at each validation point were computed from five consecutive gaze data.

To compare the accuracy of the proposed system, I also recorded the result of conven-

tional geometric method simultaneously in 3D gaze validation session. For conventional

geometric method, the interpupillary distance and the eyeball radius was fixed using stan-

dard parameters: 6.5 cm [10] and 1.35 cm [11], respectively. The first experiment took

about 5 minutes of time for each participant. Three minutes break was given before con-

ducting the second experiment.

In the second experiment, the proposed system was implemented as a measurement tool

for depth gaze in stereoscopic display. The accuracy of the proposed gaze tracking system

in measuring depth of virtual 3D object was compared with user depth perception. The par-

ticipant was positioned in the same manner as in the first experiment. Since user dependent

parameters had been previously measured and saved in the gaze tracking database, only 2D

and 3D calibration sessions were needed before doing experiment. To evaluate user depth
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Figure 3.11: Screen capture of the third stage (R<D) in the second experiment.

Figure 3.12: A participant adjusted the dynamic cube to the same depth as depth of refer-
ence cube while the gaze tracking system recorded Z position of participant’s gaze.

perception, an interactive application for subjective depth judgment was developed.

In this interactive application, one reference cube (R) and one dynamic cube (D) were

rendered on dark background. The dynamic cube was positioned on the right side of the

reference cube, as shown in Fig.3.11. The application consisted of three stages. In the first

stage, size of reference cube was equal to size of dynamic cube (R=D). In the second stage,

size of reference cube was bigger than size of dynamic cube (R>D). In the third stage, size

of reference cube was smaller than size of dynamic cube (R<D). Fig.3.11 shows a screen

capture of the third stage where reference cube was smaller than dynamic cube (R<D).
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In each stage, the reference cube was placed at five different virtual planes: 20 cm

and 10 cm in front of, 0 cm from, 10 cm and 20 cm behind the screen. Fig.3.12 shows

configuration of the second experiment. The participant was then asked to adjust position

of dynamic cube to the same depth as depth of reference cube. Depth of dynamic cube

was controlled using arrows keypad (UP induced farther distance, DOWN induced closer

distance). Once the participant perceived that the depth of reference and dynamic cube

was equal, the participant was asked to keep gazing at reference cube while pressing space

bar to save Z position of 3D point of gaze and depth of both cubes. To change the depth

of reference cube in each stage, the participant had to press the left button of the mouse.

Duration of the second experiment was about 12 minutes for each participant.

3.4 Experimental results

In the first experiment, I evaluate effect of measurement methods and virtual plane po-

sitions to measurement error using two-way analysis of variance (ANOVA). The two inde-

pendent variables are measurement methods (conventional vs.optimized geometric method)

and virtual plane positions (11 cm and 3.67 cm in front of screen, 3.67 cm and 11 cm be-

hind the screen). Measurement error, defined as error in Euclidean distance between virtual

3D object and 3D position of user gaze, is the dependent variable.

For the first independent variable, statistical analysis of experimental results shows

that both measurement methods (conventional vs.optimized geometric method) yield result

with different accuracy. Effect of measurement methods is significant (F(1,9) = 282.95,

p<0.001). Comparison of average errors between conventional and optimized geometric

method is shown in Table 3.1. The optimized rather than conventional geometric method

shows better performance in X (mean = 0.83 cm, SD = 0.57 cm), Y (mean = 0.87 cm, SD

= 0.56 cm), and Z (mean = 1.06 cm, SD = 0.70 cm) dimension.

For the second independent variable, experimental results show that effect virtual plane

positions is significant (F(3,27) = 65.53, p<0.001). Furthermore, interaction between mea-

surement methods and virtual plane positions is also significant (F(3,27) = 6.51, p<0.005).

As the distance of virtual 3D object increases, average errors of conventional and optimized
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Figure 3.13: Comparison of average errors between conventional and optimized geometric
methods in all virtual planes.

geometric method also increase (Fig.3.13). However, unvarying smaller statistical errors

of the proposed method is observed. For example in plane 1, average errors of optimized

and conventional geometric method are 0.55 (SD = 0.41) cm and 1.66 (SD = 0.81) cm,

respectively. Compared with conventional geometric method, the proposed method is able

to reduce average errors in each virtual plane.

In the second experiment, I evaluate the experimental results using three-way ANOVA.

The three independent variables are measurement methods (gaze tracking vs. user depth

perception), positions of reference cube’s virtual plane (20 cm and 10 cm in front of screen,

0 cm from screen, 10 cm and 20 cm behind the screen), and sizes of cubes (R=D, R>D,

Table 3.1: Comparison of average errors between conventional and optimized geometric
method for individual coordinates (in cm).

Methods Dimensions
X Y Z

Conventional geometry 2.13 ± 0.96 2.17 ± 0.99 2.51 ± 1.07
Optimized geometry 0.83 ± 0.57 0.87 ± 0.56 1.06 ± 0.70
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Figure 3.14: Comparison of average errors between 3D gaze tracking and user depth per-
ception based on size of reference (R) and dynamic (D) cubes.

Table 3.2: Comparison of average errors in depth measurement between 3D gaze tracking
and user depth perception for different sizes of cubes (in cm).

Methods Size of cubes
R = D R > D R < D

3D gaze tracking 0.58 ± 0.45 0.73 ± 0.51 0.78 ± 0.52
User depth perception 0.55 ± 0.36 10.80 ± 1.66 11.33 ± 1.35

and R<D). The dependent variable is average depth measurement errors.

The analysis reveals that effect of size cue on user depth perception is significant

(F(2,120) = 2701.94, p<0.001). As depicted in Fig.3.14, users tended to make high er-

rors in adjusting dynamic cube when sizes of reference and dynamic cube were different.

From experimental data, I find that dynamic cube adjustment errors are high with positive

sign when size of reference cube is smaller than size of dynamic cube (R<D), while these

errors are also high with negative sign when size of reference cube is bigger than dynamic

cube (R>D).

On the contrary, errors of gaze tracking remain small although the sizes of cube are

changed. Table 3.2 shows comparison of average errors between gaze tracking and user
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Figure 3.15: Average errors of depth measurement between 3D gaze tracking and user
depth perception in all virtual planes (first stage; R=D).

depth perception for different sizes of cubes. Compared with user depth perception, the

gaze tracking system is more robust to error regardless the sizes of cubes. I also compare

average errors between gaze tracking and user depth perception in each virtual plane of the

first stage (R=D). Fig.3.15 shows that accuracy of user depth perception and gaze tracking

slightly decrease as the distance of virtual plane increases.

3.5 Discussion

In the first experiment, results have demonstrated that the proposed method is supe-

rior than conventional geometric method. Conventional geometric method is generally

designed to fit average user dependent parameters, while I provide customized user depen-

dent parameters and 3D calibration that lead to improvement of 3D gaze tracking accuracy.

Errors of 3D gaze measurement in both methods are due to several assumptions of human

eye, such as fix center of eyeball with no translation and simplification of geometric shape

of eyeball.
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Observing Table 3.1, the experimental results show that horizontal (X) gaze position

is more accurate than vertical (Y) position in both conventional and optimized geometric

method. This results may correlate with the nature of persistence fixation eye movement in

horizontal rather than vertical direction. Moshel et al. [12] found that microsaccades en-

hance the persistence of horizontal fixation in short time presentation of stimuli, by which

stereoscopic viewing is achieved. These microsaccades are not found in vertical gaze fixa-

tion.

During fixation at one attention point, human gaze should be stabilized. However, vi-

sual perception fades as a consequence of neural adaptation [13]. Thus, to keep stimulating

cells in the fovea and counteract neural adaptation, human’s eye performs very small eye

movements during fixation. There are three kinds of small eye movements during fixation:

tremor (amplitude: <0.01◦), drift (amplitude: 0.01–1◦), and microsaccades (amplitude:

0.16–0.67◦) [14]. Those eye movements, particularly microsaccades, maintain the position

of horizontal gaze fixation as well as stimulating fovea cells to avoid fading. On the other

side, average errors of Z position in conventional and optimized geometric methods are

higher than errors of X and Y position because Z position relies on accuracy of 2D gaze

position.

The accuracy of 3D point of gaze calculation decreases as the distance of the virtual

3D object increases in both conventional and geometric method. The explanation is related

with the magnitude of vergence angle. It is said that vergence angle is effective cues of 3D

gaze within one meter depth range [15]. The change of vergence angle to adjust binocular

gaze is greater for closer rather than farther virtual 3D object. Thus, precision of the gaze

tracking system is higher for shorter depth range.

In the second experiment, size cue affects user depth perception significantly. Partici-

pants unconsciously moved dynamic cube based on size cue instead of binocular disparity

cue. Participants also perceived smaller closer cube as farther away than more distant larger

cube. This finding confirms previous research that proposed size-distance paradox theory

in reduced cue conditions [16]. From Fig.3.15, one can see that when the size of objects is

similar, participant made more mistakes in adjusting dynamic cube if the position of virtual

plane is located further from the participant. These results suggest that effective distance

perception is achieved by placing virtual 3D object closer to the participant.
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Table 3.3: Comparison of time allocation between conventional and optimized geometric
method (in milliseconds and seconds).

Sessions Methods
Conventional Optimized

Frame grabbing and pupil tracking 15.80 ms 15.80 ms
3D pupil position estimation - 21.24 ms
3D point of gaze estimation 2.01 ms 3.12 ms

2D calibration using 9 target points 27 s 27 s
3D calibration using 3 target points - 10.2 s

On the other hand, results have shown that depth perception of participants did not

affect 3D gaze tracking. Instead of relying on size cue, the gaze tracking system used

binocular disparity cue that induced vergence eye movements. This finding differs from

previous research that proposed user depth perception influences vergence response [17].

Experimental results show that monocular cue (size cue) and binocular cue (disparity cue)

contribute differently to 3D gaze and user depth perception.

Even though the proposed method shows good performance, the head movements of

participants are still restricted by chinrest for experiment purpose. This restriction is not

suitable if the gaze tracking system is used in virtual environment that requires large head

movements, such as controlling virtual 3D object using head and eye position. Further-

more, the proposed method requires slightly longer computational time due to additional

steps of 3D pupil position estimation and 3D calibration (Table 3.3.). In future, it may be

possible to integrate the gaze tracking system with 3D motion sensor or depth camera to

obtain 3D position of participant’s head during 3D gaze tracking in virtual space.

Observing Fig.3.15, the error pattern indicates that an automatic gaze-to-perception

conversion could be reliably developed, which is an important topic for research in stereos-

copic 3D contents and human-computer interaction. In future, development of better user

interface and stereoscopic 3D contents may be conducted by considering how user per-

ceives depth of virtual 3D object at five different distances: within 10–20 cm in front of

the screen, within 3–10 cm in front of the screen, within 3 cm of the screen, within 3–10

cm behind the screen, and within 10–20 cm behind the screen. Combining objective and

subjective measurement will lead to development of more user-friendly 3D technology that

considers human factors.
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Chapter 4

The Relationship among Motion

Sickness, 3D Gaze Position, and Heart

Rate Variability

4.1 Simulator sickness questionnaire (SSQ)

One of well-known indicator methodologies for visually induced motion sickness (VIMS)

is self report, i.e. using a written questionnaire to investigate subjective opinion of sickness

symptoms. The aims of simulator sickness questionnaire (SSQ) are: (1) providing valid

index of overall visually induced motion sickness severity; (2) providing detail sub-scale

of the total sickness score in which effect of particular simulator to the locus of sickness

can be diagnosed; (3) providing a scoring approach for straightforward monitoring and

cumulative tracking.

Kennedy and Lane [1] had developed SSQ based on pensacola motion sickness ques-

tionnaire (MSQ) by removing irrelevant questions (see Appendix A). The development of

SSQ revealed that sickness symptoms was classified into three general types of effect or

sub-scale named: (1) nausea (N); (2) oculomotor (O); (3) disorientation (D).

Scores on the nausea effect are based on symptoms that are related to gastrointestinal

distress, such as stomach awareness, salivation, and burping. Scores on the oculomotor

effect are based on symptoms that are related to visual disturbances, such as eyestrain,

64
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Figure 4.1: SSQ form used in this research: explained in both japanese and english.

orbital pain, and heavy eyelids, difficulty focusing, blurred vision, and headache. Scores

on disorientation effect are related to vestibular disturbances (e.g. dizziness and vertigo).

The scoring procedures presume that all individuals are in healthy condition. In this

research, the measured SSQ scores were obtained from post-experiment since reports of

SSQ after exposure of stereoscopic 3D content had been known to be inflated if both pre-

and post-experiment questionnaire were given [2].

To evaluate VIMS by the SSQ, each participant is asked to fill in a SSQ form containing

16 symptoms with four points scale (0, 1, 2, and 3), as shown in Fig. 4.1. Zero (0) indicates

no effect, one (1) indicates slight effect, two (2) indicates moderate effect, and three (3)

indicates severe effect of stereoscopic 3D contents exposure. The computation of nausea,

oculomotor, and disorientation effect from all symptoms are based on weight (1 and 0)

contained by each symptom, as depicted in Table 4.1 [3].

The nausea effect (N), oculomotor effect (O), disorientation effect (D), and total effect

(T ) can be computed by the following equations:
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Table 4.1: Computation and weighting of SSQ symptoms

SSQ symptom Score (0–3) Weight
xi Ni Oi Di

General discomfort 1 1 0
Fatigue 0 1 0
Headache 0 1 0
Eyestrain 0 1 0
Difficulty focusing 0 1 1
Increased salivation 1 0 0
Sweating 1 0 0
Nausea 1 0 1
Difficulty concentrating 1 1 0
Fullness of head 0 0 1
Blurred vision 0 1 1
Dizzy (eyes open) 0 0 1
Dizzy (eyes closed) 0 0 1
Vertigo 0 0 1
Stomach awareness 1 0 0
Burping 1 0 0

Ns = αN

16∑
i=1

Nixi (4.1)

Os = αO

16∑
i=1

Oixi (4.2)

Ds = αD

16∑
i=1

Dixi (4.3)

Ts = αT

16∑
i=1

(Ni + Oi + Di) xi (4.4)

with:

αN = 9.54;αO = 7.58;αD = 13.92;αT = 3.74 (4.5)
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Figure 4.2: Ideal balance between sympathetic and parasympathetic nerves activity (home-
ostasis). In heart rate variability analysis, sympathetic and parasympathetic nerves are
commonly observed by investigating graph of LF/HF ratio (sympathetic) and HF (parasym-
pathetic), respectively (LF: low frequency, HF: high frequency).

4.2 Heart rate variability

Electrocardiography (ECG) is a method to measure and record heartbeats through at-

tached electrodes on the chest. ECG is commonly used to investigate cardiovascular (heart-

related) diseases. One of the main clinical scenarios where ECG has been found valuable

includes the risk stratification of sudden cardiac death. Besides these main clinical scenar-

ios, ECG has been studied with relation to physical exercise, occupational and psychosocial

stress, gender, age, drugs, alcohol, smoking and sleep. ECG data has been used to observe

the occurrence of VIMS symptoms in virtual reality-related research.

Heart rate variability (HRV) is variations between subsequence heartbeats. In human,

the rhythm of the heart is controlled by the sinoatrial (SA) node, which is modulated by

both sympathetic and parasympathetic nerves of the autonomic nervous system. Sympa-

thetic nerves increase heart rate while parasympathetic nerves decrease heart rate. The

continuous modulation of sympathetic and parasympathetic nerves result in variations of

heart rate [4, 5].
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The condition of HRV is commonly used as an accurate indicator of health, regularity

or coherence of human body, as well as balance in autonomic nervous system. A human is

expected to have harmonious condition between sympathetic and parasympathetic nerves

activity in normal and healthy condition (homeostasis). The balance mechanism of sym-

pathetic and parasympathetic nerves to govern cardiopulminary function is almost similar

as two opposite sine waves, as depicted in Fig.4.2 [6]. On the other side, when a human is

aroused, doing physical activities that need more oxygen consumption, or being mentally

stressed, the ideal balance of sympathetic and parasympathetic nerves maybe changed. The

sympathetic nerves are generally found to be more dominant than parasympathetic nerves.

In this case, both sine waves in Fig.4.2 will have similar phase with same direction in Y-axis

although the amplitudes are different.

The most distinguishable periodic component of HRV is called respiratory sinus ar-

rhythmia (RSA). RSA ranges in high frequency (HF) from 0.15 to 0.4 Hz. This HF com-

ponent of HRV is tightly related with respiration process and is argued as strong indicator

of parasympathetic nerves activity. Other widely observed components of HRV is called

low frequency (LF), very low frequency (VLF), and ultra low frequency (ULF), which are

ranging in frequency bands of 0.04–0.15 Hz, 0.003–0.04 Hz, and 0–0.003 Hz, respectively.

However, in short-term observation, ULF band is generally omitted [4].

To obtain ECG data, portable ECG system with wireless receiver and transmitter (WEB-

5500; Nihon Koden Co., Tokyo) was used. I then analyzed raw ECG data with ECG ana-

lyzer provided by the system, as shown in Fig.4.3. I investigated oscillation of both HF and

LF/HF values to detect increment of sympathetic nerves activity. My hypothesis is LF/HF

and HF graph will be at the same phase and direction in Y-axis when the participant expe-

riences symptoms of VIMS. By detecting this feature, I then observed scene components

of 3D movie that induce VIMS.
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Figure 4.3: Portable ECG system that is used in this research.

4.3 Experimental setup

4.3.1 Preparation of stereoscopic contents

I implemented two experiment sessions. The first section presented low motions stimuli

from a city walkthrough made of computer graphic (CG). The 3D Studio Max 2011 was

used to develop and render the CG contents. The CG movie was developed such that

participants perceiving up, down, turn left, and turn right with moderate amount as shown

in Fig.4.4. Up and down motion were twice, while turn left and turn right were 7 and 8

times, respectively.

The content of the CG movie was similar as previous study [3]. The movie consisted of

narrow walking road with various sizes of buildings, fences, trees, and electric poles on the

left and right side. Up and down motion were produced by climbing up and down a bridge.
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Figure 4.4: Comparison of principal motions in CG movie of gentle walking scene (low
stimuli; movie 1) and real movie of roller coaster scene (high stimuli; movie 2).

The left and right scene camera in CG scene were separated by 6.5 cm of disparity (0.0325

unit in 3D Studio Max 2011) to produce stereoscopic effect. This separation produced

slightly different view for left and right eye. The left and right scene were then merged

using StereoMovie Maker software [7] to provide LR (left-right) type stereoscopic movie.

The resolution of the merged movie was 1920 x 1080 pixel. The total duration of the

CG movie was 5 minutes. The velocity of camera movement in this CG movie was 63.9

km/hour. The screenshot of CG movie used in the first session is shown in Fig.4.5.

The second session consisted of high motions stimuli from a front seat of real roller

coaster scene taken at Great Yarmouth Pleasure Beach, United Kingdom [8]. Permission

for usage of the roller coaster video was granted by www.CoasterForce.Com. The movie

consisted of 13 up, 11 down, 7 turn left, and 9 turn right motion with high velocity of for-

ward motion. The roller coaster movie contained stronger vection sensation than CG movie

as change of motion direction in roller coaster movie was frequent. The roller coaster movie

was provided in LR stereoscopic format with 1920 x 1080 pixel of resolution. The screen-

shot of roller coaster movie used in the second session is shown in Fig.4.6. I integrated an

OpenFramework-based stereoscopic movie player [9] onto the 3D gaze tracking system to

display stereoscopic movie while recording 3D gaze position.
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Figure 4.5: Computer graphics movie of city walkthrough. Note that "Left" and "Right"
label were added for clarity, which were hidden during experiment.

Figure 4.6: Real movie of roller coaster scene. Note that "Left" and "Right" label were
added for clarity, which were hidden during experiment.

4.3.2 Experiment procedure

Before conducting experiment, all experiment procedures were submitted to the ethics

committee of School of Information and Telecommunication Engineering, Tokai Univer-

sity, Japan. The committee granted permission and all participants gave informed consents

to join the study (see Appendix B). All participants were healthy, with normal or corrected

eyes.
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Figure 4.7: Configuration of experiment devices.

In the first session, there were 20 participants joined the experiment (15 male; 5 female;

average of age 22.25 year old). The participants were randomly divided to two groups, each

of which consisted of 10 students. The first group (8 male; 2 female) was asked to watch

CG movie while fixating their gaze to the white point positioned at the center of the screen.

The second group (7 male; 3 female) was asked to watch CG movie while freely gazing to

all parts of the screen.

The participant was positioned such that the center of the screen was vertically and

horizontally aligned at the middle point of both eyes. The distance between participant

and screen was set to 70 cm. The height of eye from tabletop was set to 39 cm. The

configuration of experiment setting is depicted in Fig.4.7.

The duration of experiment for each participant was about 15 minutes. First, three min-

utes was given to the participant for listening the explanation of experiment and signed an

informed consent. Next, five minutes was provided to install ECG electrodes and prepare

gaze tracking recording. Five minutes exposure of stereoscopic 3D content was then per-

formed. Finally, two minutes was provided to rest and answer post-experiment SSQ. A

week of rest time was given between the first and the second experiment session to avoid

any learning experience and fatigue of the participants.

In the second session, there were also 20 participants joined the experiment (17 male;
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Figure 4.8: Percentage (%) of sickness level for low (CG movie) and high (real movie)
motions stimuli. No, Slight, Moderate, and Severe level are represented by 0, 1, 2, and 3 in
SSQ, respectively.

3 female; average of age 22.65 year old). Eighteen participants had joined the first session

of experiment. Two additional male participants joined the second session of experiment

to replace two female subjects who could not participate in this session. Randomization of

participants was performed when dividing all participants to two groups. The first group (9

male; 1 female) was asked to watch the roller coaster scene while fixating their gaze to a

white fixation point at the center of screen. The second group (8 male; 2 female) was asked

to watch the roller coaster scene while freely gazing to all parts of the screen. The duration

and procedure of experiment is similar to the first session.

4.4 Experimental results

Figure 4.8 shows percentage (%) of sickness level for CG walk through and real roller

coaster movie. The results show that CG movie generated lower sickness level ("No effect":

89.06%) than real movie ("No effect": 83.22%). Additionally, there were more viewers of

real movie that reported "Slight effect" (14.80%) than viewers of CG movie (7.81%). I

found that there were only a few participants who stated "Moderate effect" in both CG

movie (3.13%) and real movie (1.97%) while there was no participant felt "Severe effect".
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Figure 4.9: Mean of SSQ score for nausea (N), oculomotor (O), disorientation (D), and
total (T ) component in four experiment conditions (CG movie with fixation, CG movie
without fixation, real movie with fixation, and real movie without fixation).

Figure 4.9 shows general results of SSQ score for nausea (N), oculomotor (O), dis-

orientation (D), and total (T ) component. Participants experienced smaller VIMS symp-

toms when watching CG movie with fixation (N = 1.91 ± 3.82, O = 12.14 ± 13.24, D =

9.74±16.53, T = 9.35±10.21). Increment of average SSQ score in N, D, and T component

is observed in group of participants who watched CG movie without fixating their gaze at

one point (N = 6.68±11.33, O = 14.40±12.43, D = 11.14±24.74, T = 12.72±13.4). Sim-

ilar pattern can be observed in group of participants who watched real movie with fixation

(N = 7.63 ± 8.32, O = 14.40 ± 14.16, D = 18.10 ± 22.49, T = 14.96 ± 14.68) and without

fixation (N = 9.54 ± 11.29, O = 14.40 ± 13.75, D = 19.49 ± 25.06, T = 16.08 ± 15.78). It

can be seen that fixation of gaze suppresses VIMS. Furthermore, real movie resulted higher

SSQ score in N, D, and T component than CG movie.
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(a) 4th participant (Male; 21 years old) (b) 5th participant (Male; 22 years old)

(c) 3rd participant (Male; 22 years old) (d) 8th participant (Male; 21 years old)

Figure 4.10: CG movie with fixation: comparison of LF/HF (solid line) and HF (dashed
line) data from participants with high sickness (panel (a) and (b)) and participants with low
or no sickness (panel (c) and (d)). Left and right Y-axes show HF (ms2) and LF/HF (ms2)
value, respectively. Horizontal axis shows time sequence (second). Dominant activity of
sympathetic nerves is shown by red arrow.



Chapter 4: The Relationship among Motion Sickness, 3D Gaze Position, and Heart Rate
Variability 76

(a) 3th participant (Male; 21 years old) (b) 6th participant (Male; 23 years old)

(c) 7th participant (Male; 25 years old) (d) 9th participant (Male; 21 years old)

Figure 4.11: CG movie without fixation: comparison of LF/HF (solid line) and HF
(dashed line) data from participants with high sickness (panel (a) and (b)) and partici-
pants with low or no sickness (panel (c) and (d)). Left and right Y-axes show HF (ms2) and
LF/HF (ms2) value, respectively. Horizontal axis shows time sequence (second). Dominant
activity of sympathetic nerves is shown by red arrow.
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(a) 6th participant (Male; 22 years old) (b) 7th participant (Male; 25 years old)

(c) 3th participant (Male; 25 years old) (d) 9th participant (Male; 24 years old)

Figure 4.12: Real movie with fixation: comparison of LF/HF (solid line) and HF (dashed
line) data from participants with high sickness (panel (a) and (b)) and participants with low
or no sickness (panel (c) and (d)). Left and right Y-axes show HF (ms2) and LF/HF (ms2)
value, respectively. Horizontal axis shows time sequence (second). Dominant activity of
sympathetic nerves is shown by red arrow.
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(a) 4th participant (Female; 21 years old) (b) 8th participant (Female; 21 years old)

(c) 2th participant (Male; 24 years old) (d) 7th participant (Male; 22 years old)

Figure 4.13: Real movie without fixation: comparison of LF/HF (solid line) and HF
(dashed line) data from participants with high sickness (panel (a) and (b)) and participants
with low or no sickness (panel (c) and (d)). Left and right Y-axes show HF (ms2) and
LF/HF (ms2) value, respectively. Horizontal axis shows time sequence (second). Dominant
activity of sympathetic nerves is shown by red arrow.



Chapter 4: The Relationship among Motion Sickness, 3D Gaze Position, and Heart Rate
Variability 79

Figure 4.14: CG movie with fixation: sample of several scenes that contribute to dominant
sympathetic nerves activity of the 4th participant

(a) 3rd participant (b) 6th participant

Figure 4.15: CG movie without fixation: sample of several scenes seen that contribute to
dominant sympathetic nerves activity of the 3rd (panel (a)) and 6th (panel (b)) participant.
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(a) 6th participant (b) 7th participant

Figure 4.16: Real movie with fixation: sample of several scenes seen that contribute to
dominant sympathetic nerves activity of the 6th (panel (a)) and 7th (panel (b)) participant.
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(a) 4th participant (b) 8th participant

Figure 4.17: Real movie without fixation: sample of several scenes seen that contribute to
dominant sympathetic nerves activity of the 4th (panel (a)) and 8th (panel (b)) participant.

Figure 4.18: Amount of dominant sympathetic nerves activities from all participants during
exposure of CG (left panel) and real roller coaster (right panel) movie.
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I also evaluated the results of SSQ using two-way analysis of variance (ANOVA) be-

tween subjects with α = 0.05. The two independent variables are movie (CG vs. real

movie) and gaze (fixation vs. no fixation). The dependent variables are nausea, disorienta-

tion, oculomotor, and total score.

Statistical analysis shows that effect of movie to nausea (F(1,36) = 11.161, p<0.005)

and disorientation (F(1,36) = 5.886, p<0.05) component is significant. No other significant

effect was found in analysis.

I analyzed the results of ECG data by plotting HF and LF/HF of heart rate variability

(HRV). Based on Nakagawa et al. [6], I investigated activity of sympathetic and parasym-

pathetic nerves when both were forming unbalanced graph. I observed minimum and max-

imum point of LF/HF and LF graphs. Comparisons of LF/HF (sympathetic nerves) and HF

(parasympathetic nerves) activity of four groups are shown in Fig.4.10–4.13.

In Fig.4.10, I show four samples of HRV during exposure taken from participants with

high SSQ score (4th and 5th participant) and low or no sickness (3rd and 8th participant). The

participants experienced dominant sympathetic nerves activity in several parts of scenes.

For example, the 4th participant experienced VIMS symptoms between 160–280 seconds

while the 5th participant experienced VIMS between 80–120 seconds. On the other side,

two graphs of other participants (the 3rd and the 8th participant) show no dominant activity

of sympathetic nerves. Using the same method, I investigated all ECG data of participants

in other three groups (CG movie without fixation, real movie with fixation, real movie

without fixation) and show them in Fig.4.11, 4.12, and 4.13.

Fig.4.14–4.17 show sample of several scenes that contribute to VIMS. I investigated

scenes in movie during high sympathetic nerves activity based on maximum and minimum

point found LF/HF and HF graph (Fig.4.10–4.13). Two viewers of CG movie (one partic-

ipant in gaze with fixation session and the other in gaze without fixation session) experi-

enced high sympathetic nerves activity when seeing forward motion while other viewers

mostly induced by horizontal (turn left and right) and vertical (up and down hill) motion.

I found that the 4th participant who viewed CG movie with fixation experienced high

sympathetic nerves activity when seeing bridge scene (197–203 sec) and turn right scene

(223–228 sec, 224–228 sec, and 272–277 sec), as shown in Fig.4.14. The average LF/HF

and HF values during bridge scene is about 1.28 and 264.5 ms2, respectively. During the
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1st, 2nd, 3rd turn right, the average of LF/HF and HF values are 0.83 and 213.33 ms2; 0.95

and 307 ms2; 0.56 and 254.67 ms2, respectively.

Fig.4.15 shows sample of scenes and ECG data of the 3rd and 6th participant from CG

movie without fixation group. The 3rd participant experienced high sympathetic nerves

activity from bridge (85–89 sec; avg.LF/HF=2.05 ms2; avg.HF= 813.25 ms2) and turn

right scene (260–265 sec; avg.LF/HF= 2.45 ms2; avg.HF=481 ms2) while the 6th par-

ticipant experienced high sympathetic nerves activity from turn left scene (147–150 sec;

avg.LF/HF=2.87 ms2; avg.HF=688 ms2).

Fig.4.16 shows sample of scenes and ECG data of the 6th and 7th participant from real

movie with fixation group. The 6th participant experienced high sympathetic nerve activity

during downhill scene (168–172 sec; avg.LF/HF=4.6 ms2; avg.HF=121 ms2). The 7th par-

ticipant also experienced high sympathetic nerve activity during the other downhill scene

of roller coaster (242–247 sec; avg.LF/HF=1.53 ms2; avg.HF=1515.25 ms2).

In real movie without fixation session depicted in Fig.4.17, I found that the 4th partic-

ipant experienced high sympathetic nerves activity during long turn right scene of roller

coaster inside a tunnel (180–210 sec). The average LF/HF and HF values during this scene

are 0.62 and 607.125 ms2, respectively. The 8th participant experienced high sympathetic

nerves activity during downhill scene (242–247 sec) with 1.08 and 1046.25 ms2 of average

LF/HF and HF values, respectively.

I counted all maximum and minimum point when sympathetic nerves activity is high.

The results are presented in Fig.4.18, which consisted of CG movie viewers (left panel)

and real roller coaster movie viewers (right panel). From the left panel of Fig.4.18, there

were participants who experienced sickness when seeing long forward motion. However,

the effect of long forward motion is not as strong as effect of horizontal and vertical motion.

I found that horizontal motion (turn left and right) is the dominant contributing factor of

VIMS in CG movie. I also found that gaze fixation reduces sympathetic nerves activity

since participants who fixed their gaze experienced less sympathetic nerves activity than

ones without gaze fixation.
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(a) Bridge scene (85–89 sec) (b) Turning right scene (260–265 sec)

(c) Turning left scene (147–150 sec) (d) Long turning right scene (180–190 sec)

(e) Downhill scene (242–247 sec)

Figure 4.19: Five samples scene of 2D point of gaze from participants experienced VIMS
in no fixation group of CG and real movie. Vertical and horizontal axis are in pixel unit.
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Figure 4.20: 3D point of gaze trajectory (left panel) and anisotropy map (right panel) from
a participant experiencing up and down motion of bridge scene (85–89 sec) in CG movie
without fixation. Note that the unit of horizontal and vertical axis is pixel while depth axis
is in cm unit. The 2D point of gaze is shown in panel (a) Fig.4.19.

Figure 4.21: 3D point of gaze trajectory (left panel) and anisotropy map (right panel) from
a participant viewing turn right scene (260–265 sec) in CG movie without fixation. Note
that the unit of horizontal and vertical axis is pixel while depth axis is in cm unit. The 2D
point of gaze is shown in panel (b) of Fig.4.19.
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Figure 4.22: 3D point of gaze trajectory (left panel) and anisotropy map (right panel) from
a participant viewing turn left scene (147–150 sec) in CG movie without fixation. Note that
the unit of horizontal and vertical axis is pixel while depth axis is in cm unit. The 2D point
of gaze is shown in panel (c) of Fig.4.19.

Figure 4.23: 3D point of gaze trajectory (left panel) and anisotropy map (right panel) from
a participant viewing turn right scene (180–190 sec) in real roller coaster movie without
fixation. Note that the unit of horizontal and vertical axis is pixel while depth axis is in cm
unit. The 2D point of gaze is shown in panel (d) of Fig.4.19.
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Figure 4.24: 3D point of gaze trajectory (left panel) and anisotropy map (right panel) from
a participant viewing down hill scene (242–247 sec) in real roller coaster movie without
fixation. Note that the unit of horizontal and vertical axis is pixel while depth axis is in cm
unit. The 2D point of gaze is shown in panel (e) of Fig.4.19.

The right panel of Fig.4.18 shows amount of VIMS contributing factors in real roller

coaster movie. I found that vertical motion (up and down hill) is the dominant contributing

factor of VIMS. Interestingly, I found no participant who experienced high sympathetic

nerves activity during long forward motion. Most of participants who freely gazed at screen

experienced high sympathetic nerves activity except in turn right motion.

Figure 4.19 shows five samples scene of 2D point of gaze from participant experienced

VIMS in no fixation group of CG and real movie. All samples were taken in provoking

scenes, such as bridge scene, turning right scene, turning left scene, and downhill scene.

Fig.4.20–4.24 show various trajectories of 3D point of gaze and their anisotropy maps dur-

ing provoking scenes. Point and line in trajectories represent point of gaze and movement

between one gaze point to other point. Anisotropy map is ellipsoid representation of mean

and standard deviation of 3D point of gaze, by which tendency of 3D point of gaze can be

observed. The center of ellipsoid is the mean of gaze in X, Y , and Z direction. The axes of

ellipsoid are standard deviation of gaze in X, Y , and Z direction.
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Figure 4.25: Sample of depth gaze (Z-gaze) from several participants of the first experiment
session (CG movie). Top and bottom panel are CG movie with fixation group and CG
movie without fixation group, respectively. Solid and dashed line are Z-gaze and distance
to screen, respectively. Horizontal and vertical axis are time (sec) and Z-gaze position (cm).



Chapter 4: The Relationship among Motion Sickness, 3D Gaze Position, and Heart Rate
Variability 89

Figure 4.26: Sample of depth gaze (Z-gaze) from several participants of the second ex-
periment session (real movie). Top and bottom panel are real movie with fixation group
and real movie without fixation group, respectively. Solid and dashed line are Z-gaze and
distance to screen, respectively. Horizontal and vertical axis are time (sec) and Z-gaze
position (cm).
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(a) CG movie with fixation: bridge scene (80-120
sec)

(b) CG without fixation: bridge scene (80-120
sec)

(c) Real movie with fixation: downhill scene
(150–170 sec)

(d) Real movie without fixation: downhill scene
(240–260 sec)

Figure 4.27: Comparison of depth gaze from participants with high and no sickness during
provoking scene. Black, red, and blue line are participants with high sickness, participant
with no sickness, and distance of screen, respectively.
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Table 4.2: Center (mean in X, Y , and Z direction) and axes (standard deviation in X, Y , and
Z direction) of ellipsoid representation in anisotropy maps

Anisotropy maps Dimensions
X (pixel) Y (pixel) Z (cm)

1 (Fig.4.20) 970.03 ± 123.87 605.96 ± 27.78 29.06 ± 2.06
2 (Fig.4.21) 1056.40 ± 61.27 547.78 ± 14.54 20.29 ± 4.35
3 (Fig.4.22) 1218.40 ± 123.68 760.92 ± 77.25 31.11 ± 8.45
4 (Fig.4.23) 944.48 ± 135.80 494.92 ± 129.71 56.17 ± 13.48
5 (Fig.4.24) 899.87 ± 187.54 534.30 ± 110.48 15.42 ± 14.52

Table 4.2 shows data of ellipsoid representation in anisotropy maps. The 3D position

of ellipsoids are determined by means of gaze data in X, Y , and Z dimension. The size of

ellipsoids are determined by standard deviations of gaze data in X, Y , and Z dimension.

Table 4.2 shows that participants tended to gaze in horizontal rather than vertical direction.

Standard deviation of gaze data in X dimension is larger than in Y dimension. Note that the

unit of horizontal (X) and vertical (Y) axis is pixel while depth axis (Z) is in cm unit. Pixel

unit is used in X and Y dimension as the selected provoking scenes in anisotropy maps were

displayed in pixel unit on the computer screen. On the other side, the depth gaze (Z) was

measured in cm unit using 3D gaze tracking.

Figure 4.25 and 4.26 show samples of depth gaze from CG and real movie experiment

session, respectively. I found that depth gaze behavior of participants formed similar trend.

At the beginning of the movie, the depth gaze was positioned nearly as far as distance of

screen from participant (70 cm). As the movie progressed, the depth gaze tended to be

below 70 cm and sustained during the movie. This finding occurred on both fixation and no

fixation task. The average deviation error of depth gaze is 43.95 ± 6.54 cm, i.e. depth gaze

was approximately shortened from 70 cm to approximately 26 cm distance from participant.

Figure 4.27 shows comparison of depth gaze from participants with high sickness and

no sickness in several provoking scenes. Participants with high sickness and no sickness

are shown in black and red line, respectively. Distance of screen from participant is shown

in dashed blue line. Similar trends across group of participants were observed. I found

that as participants experienced VIMS, their depth gaze oscillated more frequently than

participants who did not experience VIMS.
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4.5 Discussions

Given two different types of movie with low and high dynamic motions stimuli, SSQ

results show that movie with high motions stimuli (real roller coaster movie) produces

more sickness effect than movie with low motions stimuli (CG city walkthrough movie).

Increment of sickness effect was observed with significant effect in nausea (p<0.005) and

disorientation (p<0.05) factor of SSQ. Furthermore, gaze fixation during exposure was

found to be an effective way to reduce VIMS. This finding was confirmed by ECG data from

both CG and real movie (Fig.4.18). The results agree with previous research work [10].

ECG data shows that horizontal motion is the dominant contributing factor of VIMS in

CG movie while vertical motion is the dominant contributing factor of VIMS in real roller

movie (Fig.4.18). One possible reason is different composition of motions in the movie as

shown in Fig.4.4. Since the roller coaster movie contains more vertical motion, VIMS is

mostly induced by vertical motion. Compared with forward motion, vertical (pitch) and

horizontal (yaw) motion have significant effect for the occurrence of VIMS. This finding

confirms previous research work [11].

Figure 4.19 shows several samples scene of 2D point of gaze from no fixation groups in

CG and real movie. The visualization of 3D point of gaze and anisotropy maps of Fig.4.19

are shown in Fig.4.20–4.24. The position and size of ellipsoids in anisotropy maps are

presented in Table 4.2. From these samples, I found that variability of 3D gaze area in CG

movie is smaller than real roller coaster movie. This finding may relate with higher amount

of dynamic motion stimuli in real roller coaster movie rather than CG movie. As the level

of VIMS increases, the variability of 3D gaze area also increases.

The anisotropy maps show that participant tended to gaze in horizontal rather than verti-

cal direction. This finding may correlate with a fact that horizontal and vertical components

of saccades are controlled by different part of brainstem nuclei [12, 13]. Since vertical and

horizontal components are independently controlled, vertical eye movements of left and

right eye are normally coupled while horizontal eye movements of left and right eye are

disconjugated [14].

The disconjugation of horizontal eye movements of left and right eye is due to require-

ment to match stereoscopic image in left and right retina for different depth of virtual 3D
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object. Various small eye movements also support the stereoscopic matching to maintain

persistence of horizontal gaze fixation [14, 15]. However, the experimental results show

that disconjugation of horizontal eye movements is not the cause of visually induced mo-

tion sickness.

Observation of depth gaze data shows that vergence is not only induced by binocular

disparity, but also forward and backward motion [16, 17]. When human sees a movie with

forward motion, the velocity of the retinal flow at any point depends on distance of viewing

in that location. This condition implies faster movement of nearby object on the retina while

slower movement of farther object. To stabilize the retinal image of a nearby object, an eye

movement is needed. Since forward motion is related with changes in viewing distance,

the participants should converge their eyes during forward motion. Closer object induces

bigger amplitude of vergence eye movement. Since vergence eye movement affect depth

gaze, prolonged forward motion compresses depth gaze (Fig.4.25 and 4.26). Given that

participant always focus their view at the screen, this depth gaze compression strengthen

unnatural decoupling between vergence and accommodation, which is one cause of visual

fatigue and VIMS [18, 19].

Investigation to the depth gaze of participants who experienced high sickness reveals

that there is more variability and oscillation of depth gaze during provoking scene (Fig.4.27).

This finding shows that intense oscillation of depth gaze during provoking scene in dynamic

3D contents can be used as indicator of VIMS occurrence. The result also shows that in-

stead of applying scleral search coil (SSC) or high frame rate binocular eye tracker (>1000

Hz), detection of visually induced motion sickness in stereoscopic environment is sufficient

with low frame rate consumer-grade cameras (± 25 Hz).

Oscillation of depth gaze may relate with the presence of intense optokinetic nys-

tagmus (OKN) in participants with high susceptibility of VIMS [20]. Previous research

works found that radial optic flow stimuli induced OKN with version and vergence compo-

nents [21–24]. OKN is involuntary eye movement following visual stimuli. OKN allows

participants to follow visual stimuli and reduce retinal slip. Horizontal and vertical OKN

particularly affect stabilization of depth gaze. However, previous research work also found

that OKN was one component of eye movement responsible for VIMS as OKN increased

velocity of eye movement [25].
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The 3D gaze tracking data suggests that movie with forward motion produces similar

result as optical flow, i.e. forward motion induces OKN with version and vergence compo-

nents. The center of screen is the area with the lowest local image velocity. Local image

velocity increases toward the periphery of the scene. As long as participants gaze at the

center of screen, image of scene remains stable on the retina. If participants fixate their

gaze away from the center of screen, retinal image velocity in central vision also increases.

The eyes compensate the increment of velocity to stabilize image on the retina. In this case,

gaze fixation is useful for participants with high VIMS susceptibility to reduce the velocity

of eye movement, which also reduces the occurrence of VIMS.
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Chapter 5

Conclusions

Stereoscopic environment becomes a ubiquitous technology in various areas. As the

usage of SE increases, concerns on safety issues and human factors in 3D image technol-

ogy also increase. One important safety issue in SE is visually induced motion sickness

(VIMS).

Previous research works in VIMS used simulator sickness questionnaire (SSQ) as sub-

jective measurement, while objective measurement was observed from electrocardiogra-

phy (ECG) and 2D point of gaze. Therefore, there was no information about relationship

between VIMS, ECG data, and 3D point of gaze in active stereoscopic environment. Fur-

thermore, gaze tracking systems used in previous works were not compatible with active

shutter glasses.

In this study, I present a novel 3D gaze tracking system based on optimized geometric

method. The 3D gaze tracking system has been validated experimentally. A gaze track-

ing headgear consisting of dual-camera systems and hot mirrors has been designed and is

compatible with consumer-level active shutter glasses. Customized user dependent param-

eters and 3D calibration using only three calibration points are implemented to estimate

3D point of gaze on stereoscopic display. The experimental results show that the proposed

system yields better precision compared to conventional geometric method as empirically

proven with average errors 0.83, 0.87, and 1.06 cm in X, Y , and Z dimension, respectively.

Compared with subjective depth judgment, the proposed 3D gaze tracking system is more

robust in measuring depth of virtual 3D object with various sizes. Statistical analysis of the
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experimental results show that the 3D gaze tracking system and user depth perception are

more accurate in closer rather than farther depth range.

I also present a novel investigation of visually induced motion sickness (VIMS) in

stereoscopic environment using the proposed 3D gaze tracking, electrocardiography (ECG),

and simulator sickness questionnaire (SSQ). SSQ is used to obtain general information of

VIMS occurrence. ECG and 3D gaze tracking are used to investigate detail and duration of

VIMS during exposure of dynamic 3D contents. The investigation of VIMS is performed in

two different types of 3D movie with low and high dynamic motions stimuli, respectively.

Two-way ANOVA on SSQ data shows that nausea and disorientation symptoms in-

crease as amount of dynamic motions increase (nausea: p<0.005; disorientation: p<0.05).

Analysis of ECG data shows that horizontal motion (turning left and right) and vertical mo-

tion (up and down hill) are effective contributing factors of VIMS. To reduce VIMS, ECG

data suggests that viewers of dynamic 3D contents should perform voluntary gaze fixation

at one point when experiencing vertical and horizontal motion. The 3D gaze tracking data

shows that depth gaze is compressed by sustained forward motion. This unnatural behav-

ior may strengthen visual fatigue and VIMS caused by decoupling of accommodation and

vergence in dynamic 3D contents. Furthermore, participant who experiences VIMS tends

to have unstable depth gaze than ones who does not experience VIMS. Intense oscillation

of depth gaze during provoking scene in dynamic 3D contents can be used as indicator of

VIMS occurrence. This result also shows that instead of applying scleral search coil (SSC)

or high frame rate binocular eye tracker (>1000 Hz), detection of visually induced mo-

tion sickness in stereoscopic environment is sufficient with low frame rate consumer-grade

cameras (± 25 Hz).

5.1 Implications of study

The most important contribution of this study for general society is promoting meth-

ods for development of user-friendly 3D contents that considers safety issues and human

factors. Results of this study suggest that minimizing amount of vertical and horizontal

motion with high velocity in 3D contents maybe useful to reduce VIMS. Furthermore,
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continuous forward motion for long time should be avoided to prevent strong decoupling

between accommodation and vergence. At some crucial scenes (up, down, turn left, turn

right), asking viewers of dynamic 3D contents to gaze at one fixation point maybe useful to

prevent VIMS. Safety guidelines for stereoscopic 3D technology should include not only

contributing factors of visual fatigue, but also visually induced motion sickness. Develop-

ers of 3D contents and entertainment companies are then encouraged to adhere those safety

guidelines.

5.2 Future works

In future, development of mobile 3D gaze tracking that allows various head move-

ments is important. Based on this study, the proposed 3D gaze tracking system maybe

incorporated with optical head tracker or time-of-flight camera to overcome limitation of

head movements. Minimizing the size of mobile 3D gaze tracking system using embedded

system is also possible. Furthermore, the usage of corneal reflection and pupil position

to reduce inaccuracy caused by headgear movement is important if such 3D gaze track-

ing system is used in standing or moving condition. Mobile 3D gaze tracking is useful to

investigate VIMS in large screen immersive virtual environment (IVE).

Prediction and estimation of VIMS occurrence in particular 3D contents are important

issues. Such problems can be avoided by development of software that can analyze motions

in dynamic 3D contents using computer vision or image processing algorithm. Investiga-

tion of maximum rotational angle of horizontal-vertical motion and maximum velocity of

forward motion that are safe for viewers of 3D contents are also important. Comparison

of horizontal and vertical motion in more structured experiment is also important to under-

stand which motion is more potential as contributing factor of VIMS.
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Appendix A

Simulator Sickness Questionnaire

The simulator sickness questionnaire (SSQ) is adapted from:

[1] R.S. Kennedy and N.E. Lane, "Simulator Sickness Questionnaire: An Enhanced Method

for Quantifying Simulator Sickness", The International Journal of Aviation Psychology,

Vol.3, No.3, pp.203–220, 1993.
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Appendix B

Informed consent form

Informed consent form was given to all participants before joining experiment. All forms

were in Japanese language, explaining procedure of experiment and asking whether par-

ticipants agree to perform several tasks during experiment. All experiment procedures had

been submitted to ethics committee of School of Information and Telecommunication En-

gineering, Tokai University, Japan.
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